## Chapter 3

## General Linear Systems

### 3.1 Triangular Systems

### 3.2 The LU Factorization

### 3.3 Roundoff Error in Gaussian Elimination

### 3.4 Pivoting

### 3.5 Improving and Estimating Accuracy

### 3.6 Parallel LU

The problem of solving a linear system $A x=b$ is central to scientific computation. In this chapter we focus on the method of Gaussian elimination, the algorithm of choice if $A$ is square, dense, and unstructured. Other methods are applicable if $A$ does not fall into this category, see Chapter 4, Chapter 11, $\S 12.1$, and $\S 12.2$. Solution procedures for triangular systems are discussed first. These are followed by a derivation of Gaussian elimination that makes use of Gauss transformations. The process of eliminating unknowns from equations is described in terms of the factorization $A=L U$ where $L$ is lower triangular and $U$ is upper triangular. Unfortunately, the derived method behaves poorly on a nontrivial class of problems. An error analysis pinpoints the difficulty and sets the stage for a discussion of pivoting, a permutation strategy that keeps the numbers "nice" during the elimination. Practical issues associated with scaling, iterative improvement, and condition estimation are covered. A framework for computing the LU factorization in parallel is developed in the final section.

## Reading Notes

Familiarity with Chapter $1, \S \S 2.1-2.5$, and $\S 2.7$ is assumed. The sections within this chapter depend upon each other as follows:


Useful global references include Forsythe and Moler (SLAS), Stewart( MABD), Higham (ASNA), Watkins (FMC), Trefethen and Bau (NLA), Demmel (ANLA), and Ipsen (NMA).

### 3.1 Triangular Systems

Traditional factorization methods for linear systems involve the conversion of the given square system to a triangular system that has the same solution. This section is about the solution of triangular systems.

### 3.1.1 Forward Substitution

Consider the following 2-by-2 lower triangular system:

$$
\left[\begin{array}{cc}
\ell_{11} & 0 \\
\ell_{21} & \ell_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right] .
$$

If $\ell_{11} \ell_{22} \neq 0$, then the unknowns can be determined sequentially:

$$
\begin{aligned}
& x_{1}=b_{1} / \ell_{11}, \\
& x_{2}=\left(b_{2}-\ell_{21} x_{1}\right) / \ell_{22} .
\end{aligned}
$$

This is the 2 -by- 2 version of an algorithm known as forward substitution. The general procedure is obtained by solving the $i$ th equation in $L x=b$ for $x_{i}$ :

$$
x_{i}=\left(b_{i}-\sum_{j=1}^{i-1} \ell_{i j} x_{j}\right) / \ell_{i i} .
$$

If this is evaluated for $i=1: n$, then a complete specification of $x$ is obtained. Note that at the $i$ th stage the dot product of $L(i, 1: i-1)$ and $x(1: i-1)$ is required. Since $b_{i}$ is involved only in the formula for $x_{i}$, the former may be overwritten by the latter.

Algorithm 3.1.1 (Row-Oriented Forward Substitution) If $L \in \mathbb{R}^{n \times n}$ is lower triangular and $b \in \mathbb{R}^{n}$, then this algorithm overwrites $b$ with the solution to $L x=b . L$ is assumed to be nonsingular.

$$
\begin{aligned}
& b(1)=b(1) / L(1,1) \\
& \text { for } i=2: n \\
& \quad b(i)=(b(i)-L(i, 1: i-1) \cdot b(1: i-1)) / L(i, i) \\
& \text { end }
\end{aligned}
$$

This algorithm requires $n^{2}$ flops. Note that $L$ is accessed by row. The computed solution $\hat{x}$ can be shown to satisfy

$$
\begin{equation*}
(L+F) \hat{x}=b \quad|F| \leq n \mathbf{u}|L|+O\left(\mathbf{u}^{2}\right) . \tag{3.1.1}
\end{equation*}
$$

For a proof, see Higham (ASNA, pp. 141-142). It says that the computed solution exactly satisfies a slightly perturbed system. Moreover, each entry in the perturbing matrix $F$ is small relative to the corresponding element of $L$.

### 3.1.2 Back Substitution

The analogous algorithm for an upper triangular system $U x=b$ is called back substitution. The recipe for $x_{i}$ is prescribed by

$$
x_{i}=\left(b_{i}-\sum_{j=i+1}^{n} u_{i j} x_{j}\right) / u_{i i}
$$

and once again $b_{i}$ can be overwritten by $x_{i}$.
Algorithm 3.1.2 (Row-Oriented Back Substitution) If $U \in \mathbb{R}^{n \times n}$ is upper triangular and $b \in \mathbb{R}^{n}$, then the following algorithm overwrites $b$ with the solution to $U x=b . U$ is assumed to be nonsingular.

$$
\begin{aligned}
& b(n)=b(n) / U(n, n) \\
& \text { for } i=n-1:-1: 1 \\
& \quad b(i)=(b(i)-U(i, i+1: n) \cdot b(i+1: n)) / U(i, i) \\
& \text { end }
\end{aligned}
$$

This algorithm requires $n^{2}$ flops and accesses $U$ by row. The computed solution $\hat{x}$ obtained by the algorithm can be shown to satisfy

$$
\begin{equation*}
(U+F) \hat{x}=b, \quad|F| \leq n \mathbf{u}|U|+O\left(\mathbf{u}^{2}\right) \tag{3.1.2}
\end{equation*}
$$

### 3.1.3 Column-Oriented Versions

Column-oriented versions of the above procedures can be obtained by reversing loop orders. To understand what this means from the algebraic point of view, consider forward substitution. Once $x_{1}$ is resolved, it can be removed from equations 2 through $n$ leaving us with the reduced system

$$
L(2: n, 2: n) x(2: n)=b(2: n)-x(1) \cdot L(2: n, 1)
$$

We next compute $x_{2}$ and remove it from equations 3 through $n$, etc. Thus, if this approach is applied to

$$
\left[\begin{array}{lll}
2 & 0 & 0 \\
1 & 5 & 0 \\
7 & 9 & 8
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
6 \\
2 \\
5
\end{array}\right]
$$

we find $x_{1}=3$ and then deal with the 2-by- 2 system

$$
\left[\begin{array}{ll}
5 & 0 \\
9 & 8
\end{array}\right]\left[\begin{array}{l}
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
2 \\
5
\end{array}\right]-3\left[\begin{array}{l}
1 \\
7
\end{array}\right]=\left[\begin{array}{c}
-1 \\
-16
\end{array}\right]
$$

Here is the complete procedure with overwriting.
Algorithm 3.1.3 (Column-Oriented Forward Substitution) If the matrix $L \in \mathbb{R}^{n \times n}$ is lower triangular and $b \in \mathbb{R}^{n}$, then this algorithm overwrites $b$ with the solution to $L x=b . L$ is assumed to be nonsingular.

```
for \(j=1: n-1\)
    \(b(j)=b(j) / L(j, j)\)
    \(b(j+1: n)=b(j+1: n)-b(j) \cdot L(j+1: n, j)\)
end
\(b(n)=b(n) / L(n, n)\)
```

It is also possible to obtain a column-oriented saxpy procedure for back substitution.
Algorithm 3.1.4 (Column-Oriented Back Substitution) If $U \in \mathbb{R}^{n \times n}$ is upper triangular and $b \in \mathbb{R}^{n}$, then this algorithm overwrites $b$ with the solution to $U x=b$. $U$ is assumed to be nonsingular.

$$
\begin{aligned}
& \text { for } j=n:-1: 2 \\
& \quad b(j)=b(j) / U(j, j) \\
& \quad b(1: j-1)=b(1: j-1)-b(j) \cdot U(1: j-1, j) \\
& \text { end } \\
& b(1)=b(1) / U(1,1)
\end{aligned}
$$

Note that the dominant operation in both Algorithms 3.1.3 and 3.1.4 is the saxpy operation. The roundoff behavior of these implementations is essentially the same as for the dot product versions.

### 3.1.4 Multiple Right-Hand Sides

Consider the problem of computing a solution $X \in \mathbb{R}^{n \times q}$ to $L X=B$ where $L \in \mathbb{R}^{n \times n}$ is lower triangular and $B \in \mathbb{R}^{n \times q}$. This is the multiple-right-hand-side problem and it amounts to solving $q$ separate triangular systems, i.e., $L X(:, j)=B(:, j), j=1: q$. Interestingly, the computation can be blocked in such a way that the resulting algorithm is rich in matrix multiplication, assuming that $q$ and $n$ are large enough. This turns out to be important in subsequent sections where various block factorization schemes are discussed.

It is sufficient to consider just the lower triangular case as the derivation of block back substitution is entirely analogous. We start by partitioning the equation $L X=B$ as follows:

$$
\left[\begin{array}{cccc}
L_{11} & 0 & \cdots & 0  \tag{3.1.3}\\
L_{21} & L_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
L_{N 1} & L_{N 2} & \cdots & L_{N N}
\end{array}\right]\left[\begin{array}{c}
X_{1} \\
X_{2} \\
\vdots \\
X_{N}
\end{array}\right]=\left[\begin{array}{c}
B_{1} \\
B_{2} \\
\vdots \\
B_{N}
\end{array}\right] .
$$

Assume that the diagonal blocks are square. Paralleling the development of Algorithm 3.1.3, we solve the system $L_{11} X_{1}=B_{1}$ for $X_{1}$ and then remove $X_{1}$ from block equations 2 through $N$ :

$$
\left[\begin{array}{cccc}
L_{22} & 0 & \cdots & 0 \\
L_{32} & L_{33} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
L_{N 2} & L_{N 3} & \cdots & L_{N N}
\end{array}\right]\left[\begin{array}{c}
X_{2} \\
X_{3} \\
\vdots \\
X_{N}
\end{array}\right]=\left[\begin{array}{c}
B_{2} \\
B_{3} \\
\vdots \\
B_{N}
\end{array}\right]-\left[\begin{array}{c}
L_{21} \\
L_{31} \\
\vdots \\
L_{N 1}
\end{array}\right] X_{1} .
$$

Continuing in this way we obtain the following block forward elimination scheme:

```
for \(j=1: N\)
    Solve \(L_{j j} X_{j}=B_{j}\)
    for \(i=j+1: N\)
        \(B_{i}=B_{i}-L_{i j} X_{j}\)
    end
end
```

Notice that the $i$-loop oversees a single block saxpy update of the form

$$
\left[\begin{array}{c}
B_{j+1} \\
\vdots \\
B_{N}
\end{array}\right]=\left[\begin{array}{c}
B_{j+1} \\
\vdots \\
B_{N}
\end{array}\right]-\left[\begin{array}{c}
L_{j+1, j} \\
\vdots \\
L_{N, j}
\end{array}\right] X_{j} .
$$

To realize level-3 performance, the submatrices in (3.1.3) must be sufficiently large in dimension.

### 3.1.5 The Level-3 Fraction

It is handy to adopt a measure that quantifies the amount of matrix multiplication in a given algorithm. To this end we define the level-3 fraction of an algorithm to be the fraction of flops that occur in the context of matrix multiplication. We call such flops level-3 flops.

Let us determine the level-3 fraction for (3.1.4) with the simplifying assumption that $n=r N$. (The same conclusions hold with the unequal blocking described above.) Because there are $N$ applications of $r$-by- $r$ forward elimination (the level- 2 portion of the computation) and $n^{2}$ flops overall, the level-3 fraction is approximately given by

$$
1-\frac{N r^{2}}{n^{2}}=1-\frac{1}{N} .
$$

Thus, for large $N$ almost all flops are level- 3 flops. It makes sense to choose $N$ as large as possible subject to the constraint that the underlying architecture can achieve a high level of performance when processing block saxpys that have width $r=n / N$ or greater.

### 3.1.6 Nonsquare Triangular System Solving

The problem of solving nonsquare, $m$-by- $n$ triangular systems deserves some attention. Consider the lower triangular case when $m \geq n$, i.e.,

$$
\left[\begin{array}{l}
L_{11} \\
L_{21}
\end{array}\right] x=\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right] \quad \begin{array}{ll}
L_{11} \in \mathbb{R}^{n \times n}, & b_{1} \in \mathbb{R}^{n}, \\
L_{21} \in \mathbb{R}^{(m-n) \times n}, & b_{2} \in \mathbb{R}^{m-n}
\end{array} .
$$

Assume that $L_{11}$ is lower triangular and nonsingular. If we apply forward elimination to $L_{11} x=b_{1}$, then $x$ solves the system provided $L_{21}\left(L_{11}^{-1} b_{1}\right)=b_{2}$. Otherwise, there is no solution to the overall system. In such a case least squares minimization may be appropriate. See Chapter 5.

Now consider the lower triangular system $L x=b$ when the number of columns $n$ exceeds the number of rows $m$. We can apply forward substitution to the square
system $L(1: m, 1: m) x(1: m, 1: m)=b$ and prescribe an arbitrary value for $x(m+1: n)$. See $\S 5.6$ for additional comments on systems that have more unknowns than equations. The handling of nonsquare upper triangular systems is similar. Details are left to the reader.

### 3.1.7 The Algebra of Triangular Matrices

A unit triangular matrix is a triangular matrix with 1's on the diagonal. Many of the triangular matrix computations that follow have this added bit of structure. It clearly poses no difficulty in the above procedures.

For future reference we list a few properties about products and inverses of triangular and unit triangular matrices.

- The inverse of an upper (lower) triangular matrix is upper (lower) triangular.
- The product of two upper (lower) triangular matrices is upper (lower) triangular.
- The inverse of a unit upper (lower) triangular matrix is unit upper (lower) triangular.
- The product of two unit upper (lower) triangular matrices is unit upper (lower) triangular.


## Problems

P3.1.1 Give an algorithm for computing a nonzero $z \in \mathbf{R}^{n}$ such that $U z=0$ where $U \in \mathbf{R}^{n \times n}$ is upper triangular with $u_{n n}=0$ and $u_{11} \cdots u_{n-1, n-1} \neq 0$.
P3.1.2 Suppose $L=I_{n}-N$ is unit lower triangular where $N \in \mathbf{R}^{n \times n}$. Show that

$$
L^{-1}=I_{n}+N+N^{2}+\cdots+N^{n-1}
$$

What is the value of $\left\|L^{-1}\right\|_{F}$ if $N_{i j}=1$ for all $i>j$ ?
P3.1.3 Write a detailed version of (3.1.4). Do not assume that $N$ divides $n$.
P3.1.4 Prove all the facts about triangular matrices that are listed in §3.1.7.
P3.1.5 Suppose $S, T \in \mathbf{R}^{n \times n}$ are upper triangular and that ( $S T-\lambda I$ ) $x=b$ is a nonsingular system. Give an $O\left(n^{2}\right)$ algorithm for computing $x$. Note that the explicit formation of $S T-\lambda I$ requires $O\left(n^{3}\right)$ flops. Hint: Suppose

$$
S_{+}=\left[\begin{array}{cc}
\sigma & u^{\boldsymbol{T}} \\
0 & S_{c}
\end{array}\right], \quad T_{+}=\left[\begin{array}{cc}
\tau & v^{\boldsymbol{T}} \\
0 & T_{c}
\end{array}\right], \quad b_{+}=\left[\begin{array}{c}
\beta \\
b_{c}
\end{array}\right],
$$

where $S_{+}=S(k-1: n, k-1: n), T_{+}=T(k-1: n, k-1: n), b_{+}=b(k-1: n)$, and $\sigma, \tau, \beta \in \mathbf{R}$. Show that if we have a vector $x_{c}$ such that

$$
\left(S_{c} T_{c}-\lambda I\right) x_{c}=b_{c}
$$

and $w_{c}=T_{c} x_{c}$ is available, then

$$
x_{+}=\left[\begin{array}{c}
\gamma \\
x_{c}
\end{array}\right], \quad \gamma=\frac{\beta-\sigma v^{T} x_{c}-u^{T} w_{c}}{\sigma \tau-\lambda}
$$

solves $\left(S_{+} T_{+}-\lambda I\right) x_{+}=b_{+}$. Observe that $x_{+}$and $w_{+}=T_{+} x_{+}$each require $O(n-k)$ flops.
P3.1.6 Suppose the matrices $R_{1}, \ldots, R_{p} \in \mathbf{R}^{n \times n}$ are all upper triangular. Give an $O\left(p n^{2}\right)$ algorithm for solving the system ( $R_{1} \cdots R_{p}-\lambda I$ ) $x=b$ assuming that the matrix of coefficients is nonsingular. Hint. Generalize the solution to the previous problem.
P3.1.7 Suppose $L, K \in \mathbf{R}^{n \times n}$ are lower triangular and $B \in \mathbf{R}^{n \times n}$. Give an algorithm for computing $X \in \mathbf{R}^{n \times n}$ so that $L X K=B$.

## Notes and References for $\S 3.1$

The accuracy of a computed solution to a triangular system is of ten surprisingly good, see:
N.J. Higham (1989). "The Accuracy of Solutions to Triangular Systems," SIAM J. Numer. Anal. 26, 1252-1265.

Solving systems of the form $\left(T_{p} \cdots T_{1}-\lambda I\right) x=b$ where each $T_{i}$ is triangular is considered in:
C.D. Martin and C.F. Van Loan (2002). "Product Triangular Systems with Shift," SIAM J. Matrix Anal. Applic. 24, 292-301.

The trick to obtaining an $O\left(p n^{2}\right)$ procedure that does not involve any matrix-matrix multiplications is to look carefully at the back-substitution recursions. See P3.1.6.

A survey of parallel triangular system solving techniques and their stabilty is given in:
N.J. Higham (1995). "Stability of Parallel Triangular System Solvers," SIAM J. Sci. Comput. 16, 400-413.

### 3.2 The LU Factorization

Triangular system solving is an easy $O\left(n^{2}\right)$ computation. The idea behind Gaussian elimination is to convert a given system $A x=b$ to an equivalent triangular system. The conversion is achieved by taking appropriate linear combinations of the equations. For example, in the system

$$
\begin{aligned}
& 3 x_{1}+5 x_{2}=9, \\
& 6 x_{1}+7 x_{2}=4,
\end{aligned}
$$

if we multiply the first equation by 2 and subtract it from the second we obtain

$$
\begin{aligned}
3 x_{1}+5 x_{2} & =9 \\
-3 x_{2} & =-14 .
\end{aligned}
$$

This is $n=2$ Gaussian elimination. Our objective in this section is to describe the procedure in the language of matrix factorizations. This means showing that the algorithm computes a unit lower triangular matrix $L$ and an upper triangular matrix $U$ so that $A=L U$, e.g.,

$$
\left[\begin{array}{ll}
3 & 5 \\
6 & 7
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right]\left[\begin{array}{rr}
3 & 5 \\
0 & -3
\end{array}\right] .
$$

The solution to the original $A x=b$ problem is then found by a two-step triangular solve process:

$$
\begin{equation*}
L y=b, \quad U x=y \quad \Longrightarrow \quad A x=L U x=L y=b . \tag{3.2.1}
\end{equation*}
$$

The LU factorization is a "high-level" algebraic description of Gaussian elimination. Linear equation solving is not about the matrix vector product $A^{-1} b$ but about computing LU and using it effectively; see $\S 3.4 .9$. Expressing the outcome of a matrix algorithm in the "language" of matrix factorizations is a productive exercise, one that is repeated many times throughout this book. It facilitates generalization and highlights connections between algorithms that can appear very different at the scalar level.

### 3.2.1 Gauss Transformations

To obtain a factorization description of Gaussian elimination as it is traditionally presented, we need a matrix description of the zeroing process. At the $n=2$ level, if $v_{1} \neq 0$ and $\tau=v_{2} / v_{1}$, then

$$
\left[\begin{array}{rr}
1 & 0 \\
-\tau & 1
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]=\left[\begin{array}{c}
v_{1} \\
0
\end{array}\right]
$$

More generally, suppose $v \in \mathbb{R}^{n}$ with $v_{k} \neq 0$. If

$$
\tau^{T}=[\underbrace{0, \ldots, 0}_{k}, \tau_{k+1}, \ldots, \tau_{n}], \quad \tau_{i}=\frac{v_{i}}{v_{k}}, \quad i=k+1: n
$$

and we define

$$
\begin{equation*}
M_{k}=I_{n}-\tau e_{k}^{T} \tag{3.2.2}
\end{equation*}
$$

then

$$
M_{k} v=\left[\begin{array}{cccccc}
1 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & & \vdots \\
0 & & 1 & 0 & & 0 \\
0 & & -\tau_{k+1} & 1 & & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & -\tau_{n} & 0 & \cdots & 1
\end{array}\right]\left[\begin{array}{c}
v_{1} \\
\vdots \\
v_{k} \\
v_{k+1} \\
\vdots \\
v_{n}
\end{array}\right]=\left[\begin{array}{c}
v_{1} \\
\vdots \\
v_{k} \\
0 \\
\vdots \\
0
\end{array}\right]
$$

A matrix of the form $M_{k}=I_{n}-\tau e_{k}^{T} \in \mathbb{R}^{n \times n}$ is a Gauss transformation if the first $k$ components of $\tau \in \mathbb{R}^{n}$ are zero. Such a matrix is unit lower triangular. The components of $\tau(k+1: n)$ are called multipliers. The vector $\tau$ is called the Gauss vector.

### 3.2.2 Applying Gauss Transformations

Multiplication by a Gauss transformation is particularly simple. If $C \in \mathbb{R}^{n \times r}$ and $M_{k}=I_{n}-\tau e_{k}^{T}$ is a Gauss transformation, then

$$
M_{k} C=\left(I_{n}-\tau e_{k}^{T}\right) C=C-\tau\left(e_{k}^{T} C\right)=C-\tau C(k,:)
$$

is an outer product update. Since $\tau(1: k)=0$ only $C(k+1: n,:)$ is affected and the update $C=M_{k} C$ can be computed row by row as follows:

$$
\begin{aligned}
& \text { for } i=k+1: n \\
& \quad C(i,:)=C(i,:)-\tau_{i} \cdot C(k,:) \\
& \text { end }
\end{aligned}
$$

This computation requires $2(n-k) r$ flops. Here is an example:

$$
C=\left[\begin{array}{rrr}
1 & 4 & 7 \\
2 & 5 & 8 \\
3 & 6 & 10
\end{array}\right], \tau=\left[\begin{array}{r}
0 \\
1 \\
-1
\end{array}\right] \quad \Longrightarrow \quad\left(I-\tau e_{1}^{T}\right) C=\left[\begin{array}{rrr}
1 & 4 & 7 \\
1 & 1 & 1 \\
4 & 10 & 17
\end{array}\right]
$$

### 3.2.3 Roundoff Properties of Gauss Transformations

If $\hat{\tau}$ is the computed version of an exact Gauss vector $\tau$, then it is easy to verify that

$$
\hat{\tau}=\tau+e, \quad|e| \leq \mathbf{u}|\tau|
$$

If $\hat{\tau}$ is used in a Gauss transform update and $\mathrm{fl}\left(\left(I_{n}-\hat{\tau} e_{k}^{T}\right) C\right)$ denotes the computed result, then

$$
\mathrm{fl}\left(\left(I_{n}-\hat{\tau} e_{k}^{T}\right) C\right)=\left(I-\tau e_{k}^{T}\right) C+E
$$

where

$$
|E| \leq 3 \mathbf{u}(|C|+|\tau||C(k,:)|)+O\left(\mathbf{u}^{2}\right)
$$

Clearly, if $\tau$ has large components, then the errors in the update may be large in comparison to $|C|$. For this reason, care must be exercised when Gauss transformations are employed, a matter that is pursued in §3.4.

### 3.2.4 Upper Triangularizing

Assume that $A \in \mathbb{R}^{n \times n}$. Gauss transformations $M_{1}, \ldots, M_{n-1}$ can usually be found such that $M_{n-1} \cdots M_{2} M_{1} A=U$ is upper triangular. To see this we first look at the $n=3$ case. Suppose

$$
A=\left[\begin{array}{rrr}
1 & 4 & 7 \\
2 & 5 & 8 \\
3 & 6 & 10
\end{array}\right]
$$

and note that

$$
M_{1}=\left[\begin{array}{rrr}
1 & 0 & 0 \\
-2 & 1 & 0 \\
-3 & 0 & 1
\end{array}\right] \Rightarrow M_{1} A=\left[\begin{array}{rrr}
1 & 4 & 7 \\
0 & -3 & -6 \\
0 & -6 & -11
\end{array}\right]
$$

Likewise, in the second step we have

$$
M_{2}=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -2 & 1
\end{array}\right] \quad \Rightarrow \quad M_{2}\left(M_{1} A\right)=\left[\begin{array}{rrr}
1 & 4 & 7 \\
0 & -3 & -6 \\
0 & 0 & 1
\end{array}\right]
$$

Extrapolating from this example to the general $n$ case we conclude two things.

- At the start of the $k$ th step we have a matrix $A^{(k-1)}=M_{k-1} \cdots M_{1} A$ that is upper triangular in columns 1 through $k-1$.
- The multipliers in the $k$ th Gauss transform $M_{k}$ are based on $A^{(k-1)}(k+1: n, k)$ and $a_{k k}^{(k-1)}$ must be nonzero in order to proceed.
Noting that complete upper triangularization is achieved after $n-1$ steps, we obtain the following rough draft of the overall process:
$A^{(1)}=A$
for $k=1: n-1$
For $i=k+1: n$, determine the multipliers $\tau_{i}^{(k)}=a_{i k}^{(k)} / a_{k k}^{(k)}$.
Apply $M_{k}=I-\tau^{(k)} e_{k}^{T}$ to obtain $A^{(k+1)}=M_{k} A^{(k)}$.
end

For this process to be well-defined, the matrix entries $a_{11}^{(1)}, a_{22}^{(2)}, \ldots, a_{n-1, n-1}^{(n-1)}$ must be nonzero. These quantities are called pivots.

### 3.2.5 Existence

If no zero pivots are encountered in (3.2.3), then Gauss transformations $M_{1}, \ldots, M_{n-1}$ are generated such that $M_{n-1} \cdots M_{1} A=U$ is upper triangular. It is easy to check that if $M_{k}=I_{n}-\tau^{(k)} e_{k}^{T}$, then its inverse is prescribed by $M_{k}^{-1}=I_{n}+\tau^{(k)} e_{k}^{T}$ and so

$$
\begin{equation*}
A=L U \tag{3.2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
L=M_{1}^{-1} \cdots M_{n-1}^{-1} \tag{3.2.5}
\end{equation*}
$$

It is clear that $L$ is a unit lower triangular matrix because each $M_{k}^{-1}$ is unit lower triangular. The factorization (3.2.4) is called the $L U$ factorization.

The LU factorization may not exist. For example, it is impossible to find $l_{i j}$ and $u_{i j}$ so

$$
\left[\begin{array}{lll}
1 & 2 & 3 \\
2 & 4 & 7 \\
3 & 5 & 3
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
\ell_{21} & 1 & 0 \\
\ell_{31} & \ell_{32} & 1
\end{array}\right]\left[\begin{array}{ccc}
u_{11} & u_{12} & u_{13} \\
0 & u_{22} & u_{23} \\
0 & 0 & u_{33}
\end{array}\right]
$$

To see this, equate entries and observe that we must have $u_{11}=1, u_{12}=2, \ell_{21}=2$, $u_{22}=0$, and $\ell_{31}=3$. But then the (3,2) entry gives us the contradictory equation $5=\ell_{31} u_{12}+\ell_{32} u_{22}=6$. For this example, the pivot $a_{22}^{(1)}=a_{22}-\left(a_{21} / a_{11}\right) a_{12}$ is zero.

It turns out that the $k$ th pivot in (3.2.3) is zero if $A(1: k, 1: k)$ is singular. A submatrix of the form $A(1: k, 1: k)$ is called a leading principal submatrix.

Theorem 3.2.1. (LU Factorization). If $A \in \mathbb{R}^{n \times n}$ and $\operatorname{det}(A(1: k, 1: k)) \neq 0$ for $k=1: n-1$, then there exists a unit lower triangular $L \in \mathbb{R}^{n \times n}$ and an upper triangular $U \in \mathbb{R}^{n \times n}$ such that $A=L U$. If this is the case and $A$ is nonsingular, then the factorization is unique and $\operatorname{det}(A)=u_{11} \cdots u_{n n}$.

Proof. Suppose $k-1$ steps in (3.2.3) have been executed. At the beginning of step $k$ the matrix $A$ has been overwritten by $M_{k-1} \cdots M_{1} A=A^{(k-1)}$. Since Gauss transformations are unit lower triangular, it follows by looking at the leading $k$-by- $k$ portion of this equation that

$$
\begin{equation*}
\operatorname{det}(A(1: k, 1: k))=a_{11}^{(k-1)} \cdots a_{k k}^{(k-1)} \tag{3.2.6}
\end{equation*}
$$

Thus, if $A(1: k, 1: k)$ is nonsingular, then the $k$ th pivot $a_{k k}^{(k-1)}$ is nonzero.
As for uniqueness, if $A=L_{1} U_{1}$ and $A=L_{2} U_{2}$ are two LU factorizations of a nonsingular $A$, then $L_{2}^{-1} L_{1}=U_{2} U_{1}^{-1}$. Since $L_{2}^{-1} L_{1}$ is unit lower triangular and $U_{2} U_{1}^{-1}$ is upper triangular, it follows that both of these matrices must equal the identity. Hence, $L_{1}=L_{2}$ and $U_{1}=U_{2}$. Finally, if $A=L U$, then

$$
\operatorname{det}(A)=\operatorname{det}(L U)=\operatorname{det}(L) \operatorname{det}(U)=\operatorname{det}(U)
$$

It follows that $\operatorname{det}(A)=u_{11} \cdots u_{n n}$.

### 3.2.6 $L$ Is the Matrix of Multipliers

It turns out that the construction of $L$ is not nearly so complicated as Equation (3.2.5) suggests. Indeed,

$$
\begin{aligned}
L & =M_{1}^{-1} \cdots M_{n-1}^{-1} \\
& =\left(I_{n}-\tau^{(1)} e_{1}^{T}\right)^{-1} \cdots\left(I_{n}-\tau^{(n-1)} e_{n-1}^{T}\right)^{-1} \\
& =\left(I_{n}+\tau^{(1)} e_{1}^{T}\right) \cdots\left(I_{n}+\tau^{(n-1)} e_{n-1}^{T}\right) \\
& =I_{n}+\sum_{k=1}^{n-1} \tau^{(k)} e_{k}^{T}
\end{aligned}
$$

showing that

$$
\begin{equation*}
L(k+1: n, k)=\tau^{(k)}(k+1: n) \quad k=1: n-1 . \tag{3.2.7}
\end{equation*}
$$

In other words, the $k$ th column of $L$ is defined by the multipliers that arise in the $k$-th step of (3.2.3). Consider the example in $\S 3.2 .4$ :

$$
\tau^{(1)}=\left[\begin{array}{l}
0 \\
2 \\
3
\end{array}\right], \tau^{(2)}=\left[\begin{array}{l}
0 \\
0 \\
2
\end{array}\right] \Rightarrow\left[\begin{array}{rrr}
1 & 4 & 7 \\
2 & 5 & 8 \\
3 & 6 & 10
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
2 & 1 & 0 \\
3 & 2 & 1
\end{array}\right]\left[\begin{array}{rrr}
1 & 4 & 7 \\
0 & -3 & -6 \\
0 & 0 & 1
\end{array}\right]
$$

### 3.2.7 The Outer Product Point of View

Since the application of a Gauss transformation to a matrix involves an outer product, we can regard (3.2.3) as a sequence of outer product updates. Indeed, if

$$
A=\left[\begin{array}{cc}
\alpha & w^{T} \\
v & B \\
1 & n-1
\end{array}\right]_{n-1}^{1}
$$

then the first step in Gaussian elimination results in the decomposition

$$
\left[\begin{array}{ll}
\alpha & w^{T} \\
z & B
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
z / \alpha & I_{n-1}
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & B-z w^{T} / \alpha
\end{array}\right]\left[\begin{array}{ll}
\alpha & w^{T} \\
0 & I_{n-1}
\end{array}\right] .
$$

Steps 2 through $n-1$ compute the LU factorization

$$
B-z w^{T} / \alpha=L_{1} U_{1}
$$

for then

$$
A=\left[\begin{array}{ll}
1 & 0 \\
z / \alpha & I_{n-1}
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & L_{1} U_{1}
\end{array}\right]\left[\begin{array}{ll}
\alpha & w^{T} \\
0 & I_{n-1}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
z / \alpha & L_{1}
\end{array}\right]\left[\begin{array}{ll}
\alpha & w^{T} \\
0 & U_{1}
\end{array}\right] \equiv L U .
$$

### 3.2.8 Practical Implementation

Let us consider the efficient implementation of (3.2.3). First, because zeros have already been introduced in columns 1 through $k-1$, the Gauss transformation update need only be applied to columns $k$ through $n$. Of course, we need not even apply the $k$ th Gauss transform to $A(:, k)$ since we know the result. So the efficient thing to do is simply to update $A(k+1: n, k+1: n)$. Also, the observation (3.2.7) suggests that we can overwrite $A(k+1: n, k)$ with $L(k+1: n, k)$ since the latter houses the multipliers that are used to zero the former. Overall we obtain:

Algorithm 3.2.1 (Outer Product LU) Suppose $A \in \mathbb{R}^{n \times n}$ has the property that $A(1: k, 1: k)$ is nonsingular for $k=1: n-1$. This algorithm computes the factorization $A=L U$ where $L$ is unit lower triangular and $U$ is upper triangular. For $i=1: n-1$, $A(i, i: n)$ is overwritten by $U(i, i: n)$ while $A(i+1: n, i)$ is overwritten by $L(i+1: n, i)$.

$$
\begin{aligned}
& \text { for } k=1: n-1 \\
& \qquad \begin{array}{l}
\rho=k+1: n \\
A(\rho, k)=A(\rho, k) / A(k, k) \\
A(\rho, \rho)=A(\rho, \rho)-A(\rho, k) \cdot A(k, \rho)
\end{array} \\
& \text { end }
\end{aligned}
$$

This algorithm involves $2 n^{3} / 3$ flops and it is one of several formulations of Gaussian elimination. Note that the $k$-th step involves an $(n-k)$-by- $(n-k)$ outer product.

### 3.2.9 Other Versions

Similar to matrix-matrix multiplication, Gaussian elimination is a triple-loop procedure that can be arranged in several ways. Algorithm 3.2.1 corresponds to the "kij" version of Gaussian elimination if we compute the outer product update row by row:

```
for \(k=1: n-1\)
    \(A(k+1: n, k)=A(k+1: n, k) / A(k, k)\)
    for \(i=k+1: n\)
        for \(j=k+1: n\)
            \(A(i, j)=A(i, j)-A(i, k) \cdot A(k, j)\)
        end
    end
end
```

There are five other versions: $k j i, i k j, i j k, j i k$, and $j k i$. The last of these results in an implementation that features a sequence of gaxpys and forward eliminations which we now derive at the vector level.

The plan is to compute the $j$ th columns of $L$ and $U$ in step $j$. If $j=1$, then by comparing the first columns in $A=L U$ we conclude that

$$
L(2: n, j)=A(2: n, 1) / A(1,1)
$$

and $U(1,1)=A(1,1)$. Now assume that $L(:, 1: j-1)$ and $U(1: j-1,1: j-1)$ are known. To get the $j$ th columns of $L$ and $U$ we equate the $j$ th columns in the equation $A=L U$
and infer from the vector equation $A(:, j)=L U(:, j)$ that

$$
A(1: j-1, j)=L(1: j-1,1: j-1) \cdot U(1: j-1, j)
$$

and

$$
A(j: n, j)=\sum_{k=1}^{j} L(j: n, k) \cdot U(k, j) .
$$

The first equation is a lower triangular linear system that can be solved for the vector $U(1: j-1, j)$. Once this is accomplished, the second equation can be rearranged to produce recipes for $U(j, j)$ and $L(j+1: n, j)$. Indeed, if we set

$$
\begin{aligned}
v(j: n) & =A(j: n, j)-\sum_{k=1}^{j-1} L(j: n, k) U(k, j) \\
& =A(j: n, j)-L(j: n, 1: j-1) \cdot U(1: j-1, j),
\end{aligned}
$$

then $L(j+1: n, j)=v(j+1: n) / v(j)$ and $U(j, j)=v(j)$. Thus, $L(j+1: n, j)$ is a scaled gaxpy and we obtain the following alternative to Algorithm 3.2.1:

Algorithm 3.2.2 (Gaxpy LU) Suppose $A \in \mathbb{R}^{n \times n}$ has the property that $A(1: k, 1: k)$ is nonsingular for $k=1: n-1$. This algorithm computes the factorization $A=L U$ where $L$ is unit lower triangular and $U$ is upper triangular.

Initialize $L$ to the identity and $U$ to the zero matrix.
for $j=1: n$
if $j=1$
$v=A(:, 1)$
else
$\tilde{a}=A(:, j)$
Solve $L(1: j-1,1: j-1) \cdot z=\tilde{a}(1: j-1)$ for $z \in \mathbb{R}^{j-1}$.
$U(1: j-1, j)=z$
$v(j: n)=\tilde{a}(j: n)-L(j: n, 1: j-1) \cdot z$
end
$U(j, j)=v(j)$
$L(j+1: n, j)=v(j+1: n) / v(j)$
end
(We chose to have separate arrays for $L$ and $U$ for clarity; it is not necessary in practice.) Algorithm 3.2.2 requires $2 n^{3} / 3$ flops, the same volume of floating point work required by Algorithm 3.2.1. However, from $\S 1.5 .2$ there is less memory traffic associated with a gaxpy than with an outer product, so the two implementations could perform differently in practice. Note that in Algorithm 3.2.2, the original $A(:, j)$ is untouched until step $j$.

The terms right-looking and left-looking are sometimes applied to Algorithms 3.2.1 and 3.2.2. In the outer-product implementation, after $L(k: n, k)$ is determined, the columns to the right of $A(:, k)$ are updated so it is a right-looking procedure. In contrast, subcolumns to the left of $A(:, k)$ are accessed in gaxpy LU before $L(k+1: n, k)$ is produced so that implementation left-looking.

### 3.2.10 The LU Factorization of a Rectangular Matrix

The $L U$ factorization of a rectangular matrix $A \in \mathbb{R}^{n \times r}$ can also be performed. The $n>r$ case is illustrated by

$$
\left[\begin{array}{ll}
1 & 2 \\
3 & 4 \\
5 & 6
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
3 & 1 \\
5 & 2
\end{array}\right]\left[\begin{array}{rr}
1 & 2 \\
0 & -2
\end{array}\right]
$$

while

$$
\left[\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
4 & 1
\end{array}\right]\left[\begin{array}{rrr}
1 & 2 & 3 \\
0 & -3 & -6
\end{array}\right]
$$

depicts the $n<r$ situation. The LU factorization of $A \in \mathbb{R}^{n \times r}$ is guaranteed to exist if $A(1: k, 1: k)$ is nonsingular for $k=1: \min \{n, r\}$.

The square LU factorization algorithms above needs only minor alterations to handle the rectangular case. For example, if $n>r$, then Algorithm 3.2.1 modifies to the following:

$$
\begin{aligned}
& \text { for } k=1: r \\
& \qquad \begin{array}{l}
\rho=k+1: n \\
\\
\quad \text { if } k<r \\
\quad \mu=k+1: r \\
\quad A(\rho, \mu)=A(\rho, \mu)-A(\rho, k) \cdot A(k, \mu)
\end{array} \\
& \text { end } \\
& \text { end }
\end{aligned}
$$

This calculation requires $n r^{2}-r^{3} / 3$ flops. Upon completion, $A$ is overwritten by the strictly lower triangular portion of $L \in \mathbb{R}^{n \times r}$ and the upper triangular portion of $U \in \mathbb{R}^{r \times r}$.

### 3.2.11 Block LU

It is possible to organize Gaussian elimination so that matrix multiplication becomes the dominant operation. Partition $A \in \mathbb{R}^{n \times n}$ as follows:

$$
A=\left[\begin{array}{cc}
A_{11} & A_{12} \\
A_{21} & A_{22} \\
r & n-r
\end{array}{ }_{n-r}^{r}\right.
$$

where $r$ is a blocking parameter. Suppose we compute the LU factorization

$$
\left[\begin{array}{l}
A_{11} \\
A_{21}
\end{array}\right]=\left[\begin{array}{l}
L_{11} \\
L_{21}
\end{array}\right] U_{11}
$$

Here, $L_{11} \in \mathbb{R}^{r \times r}$ is unit lower triangular and $U_{11} \in \mathbb{R}^{r \times r}$ is upper triangular and assumed to be nonsingular. If we solve $L_{11} U_{12}=A_{12}$ for $U_{12} \in \mathbb{R}^{r \times n-r}$, then

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]=\left[\begin{array}{lr}
L_{11} & 0 \\
L_{21} & I_{n-r}
\end{array}\right]\left[\begin{array}{rr}
I_{r} & 0 \\
0 & \tilde{A}
\end{array}\right]\left[\begin{array}{rr}
U_{11} & U_{12} \\
0 & I_{n-r}
\end{array}\right]
$$

where

$$
\begin{equation*}
\tilde{A}=A_{22}-L_{21} U_{12}=A_{22}-A_{21} A_{11}^{-1} A_{12} \tag{3.2.9}
\end{equation*}
$$

is the Schur complement of $A_{11}$ in $A$. Note that if

$$
\tilde{A}=L_{22} U_{22}
$$

is the LU factorization of $\tilde{A}$, then

$$
A=\left[\begin{array}{rr}
L_{11} & 0 \\
L_{21} & L_{22}
\end{array}\right]\left[\begin{array}{rr}
U_{11} & U_{12} \\
0 & U_{22}
\end{array}\right]
$$

is the LU factorization of $A$. This lays the groundwork for a recursive implementation.
Algorithm 3.2.3 (Recursive Block LU) Suppose $A \in \mathbb{R}^{n \times n}$ has an LU factorization and $r$ is a positive integer. The following algorithm computes unit lower triangular $L \in \mathbb{R}^{n \times n}$ and upper triangular $U \in \mathbb{R}^{n \times n}$ so $A=L U$.
function $[L, U]=\operatorname{BlockLU}(A, n, r)$ if $n \leq r$ Compute the LU factorization $A=L U$ using (say) Algorithm 3.2.1. else

Use (3.2.8) to compute the LU factorization $A(:, 1: r)=\left[\begin{array}{l}L_{11} \\ L_{21}\end{array}\right] U_{11}$.
Solve $L_{11} U_{12}=A(1: r, r+1: n)$ for $U_{12}$.

$$
\tilde{A}=A(r+1: n, r+1: n)-L_{21} U_{12}
$$

$$
\left[L_{22}, U_{22}\right]=\operatorname{BlockLU}(\tilde{A}, n-r, r)
$$

end

$$
L=\left[\begin{array}{rr}
L_{11} & 0 \\
L_{21} & L_{22}
\end{array}\right], \quad U=\left[\begin{array}{rr}
U_{11} & U_{12} \\
0 & U_{22}
\end{array}\right]
$$

end
The following table explains where the flops come from:

| Activity | Flops |
| :--- | :--- |
| $L_{11}, L_{21}, U_{11}$ | $n r^{2}-r^{3} / 3$ |
| $U_{12}$ | $(n-r) r^{2}$ |
| $\tilde{A}$ | $2(n-r)^{2}$ |

If $n \gg r$, then there are a total of about $2 n^{3} / 3$ flops, the same volume of atithmetic as Algorithms 3.2 .1 and 3.2 .2 . The vast majority of these flops are the level-3 flops associated with the production of $\tilde{A}$.

The actual level-3 fraction, a concept developed in §3.1.5, is more easily derived from a nonrecursive implementation. Assume for clarity that $n=N r$ where $N$ is a positive integer and that we want to compute

$$
\left[\begin{array}{ccc}
A_{11} & \cdots & A_{1 N}  \tag{3.2.10}\\
\vdots & \ddots & \vdots \\
A_{N 1} & \cdots & A_{N N}
\end{array}\right]=\left[\begin{array}{ccc}
L_{11} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
L_{N 1} & \cdots & L_{N N}
\end{array}\right]\left[\begin{array}{ccc}
U_{11} & \cdots & U_{1 N} \\
\vdots & \ddots & \vdots \\
0 & \cdots & U_{N N}
\end{array}\right]
$$

where all blocks are $r$-by- $r$. Analogously to Algorithm 3.2 .3 we have the following.
Algorithm 3.2.4 (Nonrecursive Block LU) Suppose $A \in \mathbb{R}^{n \times n}$ has an $L U$ factorization and $r$ is a positive integer. The following algorithm computes unit lower triangular $L \in \mathbb{R}^{n \times n}$ and upper triangular $U \in \mathbb{R}^{n \times n}$ so $A=L U$.
for $k=1: N$
Rectangular Gaussian elimination:

$$
\left[\begin{array}{c}
A_{k k} \\
\vdots \\
A_{N k}
\end{array}\right]=\left[\begin{array}{c}
L_{k k} \\
\vdots \\
L_{N k}
\end{array}\right] U_{k k}
$$

Multiple right hand side solve:

$$
L_{k k}\left[U_{k, k+1}|\ldots| U_{k N}\right]=\left[A_{k, k+1}|\ldots| A_{k N}\right]
$$

Level-3 updates:

$$
A_{i j}=A_{i j}-L_{i k} U_{k j}, \quad i=k+1: N, j=k+1: N
$$

end

Here is the flop situation during the $k$ th pass through the loop:

| Activity | Flops |
| :--- | :--- |
| Gaussian elimination | $(N-k+1) r^{3}-r^{3} / 3$ |
| Multiple RHS solve | $(N-k) r^{3}$ |
| Level-3 updates | $2(N-k)^{2} r^{2}$ |

Summing these quantities for $k=1: N$ we find that the level -3 fraction is approximately

$$
\frac{2 n^{3} / 3}{2 n^{3} / 3+n^{2} r}=1-\frac{3}{2 N}
$$

Thus, for large $N$ almost all arithmetic takes place in the context of matrix multiplication. This ensures a favorable amount of data reuse as discussed in §1.5.4.

## Problems

P3.2.1 Verify Equation (3.2.6).
P3.2.2 Suppose the entries of $A(\epsilon) \in \mathbf{R}^{n \times n}$ are continuously differentiable functions of the scalar $\epsilon$. Assume that $A \equiv A(0)$ and all its principal submatrices are nonsingular. Show that for sufficiently small $\epsilon$, the matrix $A(\epsilon)$ has an LU factorization $A(\epsilon)=L(\epsilon) U(\epsilon)$ and that $L(\epsilon)$ and $U(\epsilon)$ are both continuously differentiable.
P3.2.3 Suppose we partition $A \in \mathbf{R}^{n \times n}$

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]
$$

where $A_{11}$ is $r$-by- $r$ and nonsingular. Let $S$ be the Schur complement of $A_{11}$ in $A$ as defined in (3.2.9). Show that after $r$ steps of Algorithm 3.2.1, $A(r+1: n, r+1: n)$ houses $S$. How could $S$ be obtained after $r$ steps of Algorithm 3.2.2?

P3.2.4 Suppose $A \in \mathbf{R}^{n \times n}$ has an $L U$ factorization. Show how $A x=b$ can be solved without storing the multipliers by computing the LU factorization of the $n$-by- $(n+1)$ matrix $[A b]$.

P3.2.5 Describe a variant of Gaussian elimination that introduces zeros into the columns of $A$ in the order, $n:-1: 2$ and which produces the factorization $A=U L$ where $U$ is unit upper triangular and $L$ is lower triangular.

P3.2.6 Matrices in $\mathbf{R}^{n \times n}$ of the form $N(y, k)=I-y e_{k}^{T}$ where $y \in \mathbf{R}^{n}$ are called Gauss-Jordan transformations. (a) Give a formula for $N(y, k)^{-1}$ assuming it exists. (b) Given $x \in \mathbf{R}^{n}$, under what conditions can $y$ be found so $N(y, k) x=e_{k}$ ? (c) Give an algorithm using Gauss-Jordan transformations that overwrites $A$ with $A^{-1}$. What conditions on $A$ ensure the success of your algorithm?

P3.2.7 Extend Algorithm 3.2.2 so that it can also handle the case when $A$ has more rows than columns.
P3.2.8 Show how $A$ can be overwritten with $L$ and $U$ in Algorithm 3.2.2. Give a 3-loop specification so that unit stride access prevails.

P3.2.9 Develop a version of Gaussian elimination in which the innermost of the three loops oversees a dot product.

## Notes and References for $\S 3.2$

The method of Gaussian elimination has a long and interesting history, see:
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Schur complements (3.2.9) arise in many applications. For a survey of both practical and theoretical interest, see:
R.W. Cottle (1974). "Manifestations of the Schur Complement," Lin. Alg. Applic. 8, 189-211.

Schur complements are known as "Gauss transforms" in some application areas. The use of GaussJordan transformations (P3.2.6) is detailed in Fox (1964). See also:
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### 3.3 Roundoff Error in Gaussian Elimination

We now assess the effect of rounding errors when the algorithms in the previous two sections are used to solve the linear system $A x=b$. A much more detailed treatment of roundoff error in Gaussian elimination is given in Higham (ASNA).

### 3.3.1 Errors in the LU Factorization

Let us see how the error bounds for Gaussian elimination compare with the ideal bounds derived in §2.7.11. We work with the infinity norm for convenience and focus our attention on Algorithm 3.2.1, the outer product version. The error bounds that we derive also apply to the gaxpy formulation (Algorithm 3.2.2). Our first task is to quantify the roundoff errors associated with the computed triangular factors.

Theorem 3.3.1. Assume that $A$ is an $n$-by-n matrix of floating point numbers. If no zero pivots are encountered during the execution of Algorithm 3.2.1, then the computed triangular matrices $\hat{L}$ and $\hat{U}$ satisfy

$$
\begin{gather*}
\hat{L} \hat{U}=A+H  \tag{3.3.1}\\
|H| \leq 2(n-1) \mathbf{u}(|A|+|\hat{L}||\hat{U}|)+O\left(\mathbf{u}^{2}\right) \tag{3.3.2}
\end{gather*}
$$

Proof. The proof is by induction on $n$. The theorem obviously holds for $n=1$. Assume that $n \geq 2$ and that the theorem holds for all $(n-1)$-by- $(n-1)$ floating point matrices. If $A$ is partitioned as follows

$$
A=\left[\begin{array}{cc}
\alpha & w^{T} \\
v & B \\
1 & n-1
\end{array}\right]_{n-1}^{1}
$$

then the first step in Algorithm 3.2.1 is to compute

$$
\hat{z}=\mathrm{fl}(v / \alpha), \quad \hat{C}=\mathrm{fl}\left(\hat{z} w^{T}\right), \quad \hat{A}_{1}=\mathrm{fl}(B-\hat{C})
$$

from which we conclude that

$$
\begin{align*}
\hat{z} & =v / \alpha+f  \tag{3.3.3}\\
|f| & \leq \mathbf{u}|v / \alpha|  \tag{3.3.4}\\
\hat{C} & =\hat{z} w^{T}+F_{1}  \tag{3.3.5}\\
\left|F_{1}\right| & \leq \mathbf{u}\left|\hat{z} \| w^{T}\right| \tag{3.3.6}
\end{align*}
$$

$$
\begin{align*}
\hat{A}_{1} & =B-\left(\hat{z} w^{T}+F_{1}\right)+F_{2},  \tag{3.3.7}\\
\left|F_{2}\right| & \leq \mathbf{u}\left(|B|+\left|\hat{z} \| w^{T}\right|\right)+O\left(\mathbf{u}^{2}\right),  \tag{3.3.8}\\
\left|\hat{A}_{1}\right| & \leq|B|+\left|\hat{z} \| w^{T}\right|+O(\mathbf{u}) . \tag{3.3.9}
\end{align*}
$$

The algorithm proceeds to compute the LU factorization of $\hat{A}_{1}$. By induction, the computed factors $\hat{L}_{1}$ and $\hat{U}_{1}$ satisfy

$$
\begin{equation*}
\hat{L}_{1} \hat{U}_{1}=\hat{A}_{1}+H_{1} \tag{3.3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|H_{1}\right| \leq 2(n-2) \mathbf{u}\left(\left|\hat{A}_{1}\right|+\left|\hat{L}_{1}\right|\left|\hat{U}_{1}\right|\right)+O\left(\mathbf{u}^{2}\right) . \tag{3.3.11}
\end{equation*}
$$

If

$$
\hat{L}=\left[\begin{array}{cc}
1 & 0 \\
\hat{z} & \hat{L}_{1}
\end{array}\right], \quad \hat{U}=\left[\begin{array}{cc}
\alpha & w^{T} \\
0 & \hat{U}_{1}
\end{array}\right]
$$

then it is easy to verify that

$$
\hat{L} \hat{U}=A+H
$$

where

$$
H=\left[\begin{array}{cc}
0 & 0  \tag{3.3.12}\\
\alpha f & H_{1}-F_{1}+F_{2}
\end{array}\right] .
$$

To prove the theorem we must verify (3.3.2), i.e.,

$$
|H| \leq 2(n-1) \mathbf{u}\left[\begin{array}{cc}
2|\alpha| & 2\left|w^{T}\right| \\
|v|+|\alpha||f| & |B|+\left|\hat{L}_{1}\right|\left|\hat{U}_{1}\right|+|\hat{z}|\left|w^{T}\right|
\end{array}\right]+O\left(\mathbf{u}^{2}\right) .
$$

Considering (3.3.12), this is obviously the case if

$$
\begin{equation*}
\left|H_{1}\right|+\left|F_{1}\right|+\left|F_{2}\right| \leq 2(n-1) \mathbf{u}\left(|B|+|\hat{z}|\left|w^{T}\right|+\left|\hat{L}_{1}\right|\left|\hat{U}_{1}\right|\right)+O\left(\mathbf{u}^{2}\right) . \tag{3.3.13}
\end{equation*}
$$

Using (3.3.9) and (3.3.11) we have

$$
\left|H_{1}\right| \leq 2(n-2) \mathbf{u}\left(|B|+\left|\hat{z} \|\left|w^{T}\right|+\left|\hat{L}_{1}\right|\right| \hat{U}_{1} \mid\right)+O\left(\mathbf{u}^{2}\right),
$$

while (3.3.6) and (3.3.8) imply

$$
\left|F_{1}\right|+\left|F_{2}\right| \leq \mathbf{u}\left(|B|+2|\hat{z} \||w|)+O\left(\mathbf{u}^{2}\right) .\right.
$$

These last two results establish (3.3.13) and therefore the theorem. $\quad$ -
We mention that if $A$ is $m$-by- $n$, then the theorem applies with $n$ replaced by the smaller of $n$ and $m$ in Equation 3.3.2.

### 3.3.2 Triangular Solving with Inexact Triangles

We next examine the effect of roundoff error when $\hat{L}$ and $\hat{U}$ are used by the triangular system solvers of $\S 3.1$.

Theorem 3.3.2. Let $\hat{L}$ and $\hat{U}$ be the computed $L U$ factors obtained by Algorithm 3.2.1 when it is applied to an n-by-n floating point matrix A. If the methods of §3.1 are used to produce the computed solution $\hat{y}$ to $\hat{L} y=b$ and the computed solution $\hat{x}$ to $\hat{U} x=\hat{y}$, then $(A+E) \hat{x}=b$ with

$$
\begin{equation*}
|E| \leq n \mathbf{u}(2|A|+4|\hat{L}||\hat{U}|)+O\left(\mathbf{u}^{2}\right) \tag{3.3.14}
\end{equation*}
$$

Proof. From (3.1.1) and (3.1.2) we have

$$
\begin{array}{ll}
(\hat{L}+F) \hat{y}=b, & |F| \leq n \mathbf{u}|\hat{L}|+O\left(\mathbf{u}^{2}\right) \\
(\hat{U}+G) \hat{x}=\hat{y}, & |G| \leq n \mathbf{u}|\hat{U}|+O\left(\mathbf{u}^{2}\right)
\end{array}
$$

and thus

$$
(\hat{L}+F)(\hat{U}+G) \hat{x}=(\hat{L} \hat{U}+F \hat{U}+\hat{L} G+F G) \hat{x}=b
$$

If follows from Theorem 3.3.1 that $\hat{L} \hat{U}=A+H$ with

$$
|H| \leq 2(n-1) \mathbf{u}(|A|+|\hat{L}||\hat{U}|)+O\left(\mathbf{u}^{2}\right)
$$

and so by defining

$$
E=H+F \hat{U}+\hat{L} G+F G
$$

we find $(A+E) \hat{x}=b$. Moreover,

$$
\begin{aligned}
|E| & \leq|H|+|F||\hat{U}|+|\hat{L}||G|+O\left(\mathbf{u}^{2}\right) \\
& \leq 2 n \mathbf{u}(|A|+|\hat{L}||\hat{U}|)+2 n \mathbf{u}(|\hat{L}||\hat{U}|)+O\left(\mathbf{u}^{2}\right)
\end{aligned}
$$

completing the proof of the theorem.
If it were not for the possibility of a large $|\hat{L}||\hat{U}|$ term, (3.3.14) would compare favorably with the ideal bound (2.7.21). (The factor $n$ is of no consequence, cf. the Wilkinson quotation in §2.7.7.) Such a possibility exists, for there is nothing in Gaussian elimination to rule out the appearance of small pivots. If a small pivot is encountered, then we can expect large numbers to be present in $\hat{L}$ and $\hat{U}$.

We stress that small pivots are not necessarily due to ill-conditioning as the example

$$
A=\left[\begin{array}{ll}
\epsilon & 1 \\
1 & 0
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
1 / \epsilon & 1
\end{array}\right]\left[\begin{array}{cc}
\epsilon & 1 \\
0 & -1 / \epsilon
\end{array}\right]
$$

shows. Thus, Gaussian elimination can give arbitrarily poor results, even for wellconditioned problems. The method is unstable. For example, suppose 3-digit floating point arithmetic is used to solve

$$
\left[\begin{array}{ll}
.001 & 1.00 \\
1.00 & 2.00
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
1.00 \\
3.00
\end{array}\right]
$$

(See §2.7.1.) Applying Gaussian elimination we get

$$
\hat{L}=\left[\begin{array}{cc}
1 & 0 \\
1000 & 1
\end{array}\right], \quad \hat{U}=\left[\begin{array}{cc}
.001 & 1 \\
0 & -1000
\end{array}\right],
$$

and a calculation shows that

$$
\hat{L} \hat{U}=\left[\begin{array}{cc}
.001 & 1 \\
1 & 2
\end{array}\right]+\left[\begin{array}{rr}
0 & 0 \\
0 & -2
\end{array}\right] \equiv A+H
$$

If we go on to solve the problem using the triangular system solvers of $\S 3.1$, then using the same precision arithmetic we obtain a computed solution $\hat{x}=[0,1]^{T}$. This is in contrast to the exact solution $x=[1.002 \ldots, .998 \ldots]^{T}$.

## Problems

P3.3.1 Show that if we drop the assumption that $A$ is a floating point matrix in Theorem 3.3.1, then Equation 3.3.2 holds with the coefficient " 2 "replaced by "3."
P3.3.2 Suppose $A$ is an $n$-by- $n$ matrix and that $\hat{L}$ and $\hat{U}$ are produced by Algorithm 3.2.1. (a) How many flops are required to compute $\||\hat{L}||\hat{U}|\|_{\infty}$ ? (b) Show fl(|̂ी ||̂ी $) \leq(1+2 n \mathbf{u})|\hat{L}||\hat{U}|+O\left(\mathbf{u}^{2}\right)$.
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### 3.4 Pivoting

The analysis in the previous section shows that we must take steps to ensure that no large entries appear in the computed triangular factors $\hat{L}$ and $\hat{U}$. The example

$$
A=\left[\begin{array}{cc}
.0001 & 1 \\
1 & 1
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
10000 & 1
\end{array}\right]\left[\begin{array}{cc}
.0001 & 1 \\
0 & -9999
\end{array}\right]=L U
$$

correctly identifies the source of the difficulty: relatively small pivots. A way out of this difficulty is to interchange rows. For example, if $P$ is the permutation

$$
P=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

then

$$
P A=\left[\begin{array}{cc}
1 & 1 \\
.0001 & 1
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
.0001 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 1 \\
0 & .9999
\end{array}\right]=L U .
$$

Observe that the triangular factors have modestly sized entries.
In this section we show how to determine a permuted version of $A$ that has a reasonably stable LU factorization. There are several ways to do this and they each corresponds to a different pivoting strategy. Partial pivoting, complete pivoting, and rook pivoting are considered. The efficient implementation of these strategies and their properties are discussed. We begin with a few comments about permutation matrices that can be used to swap rows or columns.

### 3.4.1 Interchange Permutations

The stabilizations of Gaussian elimination that are developed in this section involve data movements such as the interchange of two matrix rows. In keeping with our desire to describe all computations in "matrix terms," we use permutation matrices to describe this process. (Now is a good time to review §1.2.8-§1.2.11.) Interchange permutations are particularly important. These are permutations obtained by swapping two rows in the identity, e.g.,

$$
\Pi=\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

Interchange permutations can be used to describe row and column swapping. If $A \in \mathbb{R}^{4 \times 4}$, then $\Pi \cdot A$ is $A$ with rows 1 and 4 interchanged while $A \cdot I I$ is $A$ with columns 1 and 4 swapped.

If $P=\mathrm{II}_{m} \cdots \Pi_{1}$ and each $\Pi_{k}$ is the identity with rows $k$ and $p i v(k)$ interchanged, then $p i v(1: m)$ encodes $P$. Indeed, $x \in \mathbb{R}^{n}$ can be overwritten by $P x$ as follows:

$$
\begin{aligned}
& \text { for } k=1: m \\
& \quad x(k) \leftrightarrow x(p i v(k)) \\
& \text { end }
\end{aligned}
$$

Here, the " $\leftrightarrow$ " notation means "swap contents." Since each $\Pi_{k}$ is symmetric, we have $P^{T}=\Pi_{1} \cdots \mathrm{II}_{m}$. Thus, the piv representation can also be used to overwrite $x$ with $P^{T} x$ :

$$
\text { for } k=m:-1: 1
$$

$$
x(k) \leftrightarrow x(p i v(k))
$$

end
We remind the reader that although no floating point arithmetic is involved in a permutation operation, permutations move data and have a nontrivial effect upon performance.

### 3.4.2 Partial Pivoting

Interchange permutations can be used in LU computations to guarantee that no multiplier is greater than 1 in absolute value. Suppose

$$
A=\left[\begin{array}{rrr}
3 & 17 & 10 \\
2 & 4 & -2 \\
6 & 18 & -12
\end{array}\right]
$$

To get the smallest possible multipliers in the first Gauss transformation, we need $a_{11}$ to be the largest entry in the first column. Thus, if $\Pi_{1}$ is the interchange permutation

$$
\Pi_{1}=\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right]
$$

then

$$
\Pi_{1} A=\left[\begin{array}{rrr}
6 & 18 & -12 \\
2 & 4 & -2 \\
3 & 17 & 10
\end{array}\right]
$$

It follows that

$$
M_{1}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-1 / 3 & 1 & 0 \\
-1 / 2 & 0 & 1
\end{array}\right] \quad \Longrightarrow \quad M_{1} \Pi_{1} A=\left[\begin{array}{rrr}
6 & 18 & -12 \\
0 & -2 & 2 \\
0 & 8 & 16
\end{array}\right]
$$

To obtain the smallest possible multiplier in $M_{2}$, we need to swap rows 2 and 3 . Thus, if

$$
\Pi_{2}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right] \quad \text { and } \quad M_{2}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 1 / 4 & 1
\end{array}\right]
$$

then

$$
M_{2} \Pi_{2} M_{1} \Pi_{1} A=\left[\begin{array}{rrr}
6 & 18 & -12 \\
0 & 8 & 16 \\
0 & 0 & 6
\end{array}\right]
$$

For general $n$ we have
for $k=1: n-1$
Find an interchange permutation $\Pi_{k} \in \mathbb{R}^{n \times n}$ that swaps
$A(k, k)$ with the largest element in $|A(k: n, k)|$.
$A=\Pi_{k} A$
Determine the Gauss transformation $M_{k}=I_{n}-\tau^{(k)} e_{k}^{T}$ such that if $v$ is the $k$ th column of $M_{k} A$, then $v(k+1: n)=0$.

$$
A=M_{k} A
$$

end
This particular row interchange strategy is called partial pivoting and upon completion, we have

$$
\begin{equation*}
M_{n-1} \Pi_{n-1} \cdots M_{1} \Pi_{1} A=U \tag{3.4.2}
\end{equation*}
$$

where $U$ is upper triangular. As a consequence of the partial pivoting, no multiplier is larger than one in absolute value.

### 3.4.3 Where is $L$ ?

It turns out that (3.4.1) computes the factorization

$$
\begin{equation*}
P A=L U \tag{3.4.3}
\end{equation*}
$$

where $P=\Pi_{n-1} \cdots \Pi_{1}, U$ is upper triangular, and $L$ is unit lower triangular with $\left|\ell_{i j}\right| \leq 1$. We show that $L(k+1: n, k)$ is a permuted version of $M_{k}$ 's multipliers. From (3.4.2) it can be shown that

$$
\begin{equation*}
\tilde{M}_{n-1} \cdots \tilde{M}_{1} P A=U \tag{3.4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{M}_{k}=\left(\Pi_{n-1} \cdots \Pi_{k+1}\right) M_{k}\left(\Pi_{k+1} \cdots \Pi_{n-1}\right) \tag{3.4.5}
\end{equation*}
$$

for $k=1: n-1$. For example, in the $n=4$ case we have

$$
\tilde{M}_{3} \tilde{M}_{2} \tilde{M}_{1} P A=M_{3} \cdot\left(\Pi_{3} M_{2} \Pi_{3}\right) \cdot\left(\Pi_{3} \Pi_{2} M_{1} \Pi_{2} \Pi_{3}\right) \cdot\left(\Pi_{3} \Pi_{2} \Pi_{1}\right) A
$$

since the $\mathrm{II}_{i}$ are symmetric. Moreover,

$$
\tilde{M}_{k}=\left(\Pi_{n-1} \cdots \Pi_{k+1}\right) \cdot\left(I_{n}-\tau^{(k)} e_{k}^{T}\right) \cdot\left(\Pi_{k+1} \cdots \Pi_{n-1}\right)=I_{n}-\tilde{\tau}^{(k)} e_{k}^{T}
$$

with $\tilde{\tau}^{(k)}=\Pi_{n-1} \cdots \Pi_{k+1} \tau^{(k)}$. This shows that $\tilde{M}_{k}$ is a Gauss transformation. The transformation from $\tau^{(k)}$ to $\tilde{\tau}^{(k)}$ is easy to implement in practice.

Algorithm 3.4.1 (Outer Product LU with Partial Pivoting) This algorithm computes the factorization $P A=L U$ where $P$ is a permutation matrix encoded by $\operatorname{piv}(1: n-1)$, $L$ is unit lower triangular with $\left|\ell_{i j}\right| \leq 1$, and $U$ is upper triangular. For $i=1: n$, $A(i, i: n)$ is overwritten by $U(i, i: n)$ and $A(i+1: n, i)$ is overwritten by $L(i+1: n, i)$. The permutation $P$ is given by $P=\Pi_{n-1} \cdots \Pi_{1}$ where $\Pi_{k}$ is an interchange permutation obtained by swapping rows $k$ and $p i v(k)$ of $I_{n}$.
for $k=1: n-1$
Determine $\mu$ with $k \leq \mu \leq n$ so $|A(\mu, k)|=\|A(k: n, k)\|_{\infty}$
$\operatorname{piv}(k)=\mu$
$A(k,:) \leftrightarrow A(\mu,:)$
if $A(k, k) \neq 0$
$\rho=k+1: n$
$A(\rho, k)=A(\rho, k) / A(k, k)$
$A(\rho, \rho)=A(\rho, \rho)-A(\rho, k) A(k, \rho)$
end
end
The floating point overhead associated with partial pivoting is minimal from the standpoint of arithmetic as there are only $O\left(n^{2}\right)$ comparisons associated with the search for the pivots. The overall algorithm involves $2 n^{3} / 3$ flops.

If Algorithm 3.4.1 is applied to

$$
A=\left[\begin{array}{rrr}
3 & 17 & 10 \\
2 & 4 & -2 \\
6 & 18 & -12
\end{array}\right],
$$

then upon completion

$$
A=\left[\begin{array}{rrr}
6 & 18 & -12 \\
1 / 2 & 8 & 16 \\
1 / 3 & -1 / 4 & 6
\end{array}\right]
$$

and $p i v=[3,3]$. These two quantities encode all the information associated with the reduction:

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right]\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right] A=\left[\begin{array}{rrr}
1 & 0 & 0 \\
1 / 2 & 1 & 0 \\
1 / 3 & -1 / 4 & 1
\end{array}\right]\left[\begin{array}{rrr}
6 & 18 & -12 \\
0 & 8 & 16 \\
0 & 0 & 6
\end{array}\right] .
$$

To compute the solution to $A x=b$ after invoking Algorithm 3.4.1, we solve $L y=P b$ for $y$ and $U x=y$ for $x$. Note that $b$ can be overwritten by $P b$ as follows

```
for \(k=1: n-1\)
    \(b(k) \leftrightarrow b(\operatorname{piv}(k))\)
end
```

We mention that if Algorithm 3.4.1 is applied to the problem,

$$
\left[\begin{array}{ll}
.001 & 1.00 \\
1.00 & 2.00
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
1.00 \\
3.00
\end{array}\right]
$$

using 3 -digit floating point arithmetic, then

$$
P=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \hat{L}=\left[\begin{array}{rr}
1.00 & 0 \\
.001 & 1.00
\end{array}\right], \quad \hat{U}=\left[\begin{array}{rr}
1.00 & 2.00 \\
0 & 1.00
\end{array}\right],
$$

and $\hat{x}=[1.00, .996]^{T}$. Recall from $\S 3.3 .2$ that if Gaussian elimination without pivoting is applied to this problem, then the computed solution has $O(1)$ error.

We mention that Algorithm 3.4.1 always runs to completion. If $A(k: n, k)=0$ in step $k$, then $M_{k}=I_{n}$.

### 3.4.4 The Gaxpy Version

In $\S 3.2$ we developed outer product and gaxpy schemes for computing the LU factorization. Having just incorporated pivoting in the outer product version, it is equally straight forward to do the same with the gaxpy approach. Referring to Algorithm 3.2.2, we simply search the vector $|v(j: n)|$ in that algorithm for its maximal element and proceed accordingly.

Algorithm 3.4.2 (Gaxpy LU with Partial Pivoting) This algorithm computes the factorization $P A=L U$ where $P$ is a permutation matrix encoded by $\operatorname{piv}(1: n-1)$, $L$ is unit lower triangular with $\left|\ell_{i j}\right| \leq 1$, and $U$ is upper triangular. For $i=1: n$, $A(i, i: n)$ is overwritten by $U(i, i: n)$ and $A(i+1: n, i)$ is overwritten by $L(i+1: n, i)$. The permutation $P$ is given by $P=\Pi_{n-1} \cdots \Pi_{1}$ where $\Pi_{k}$ is an interchange permutation obtained by swapping rows $k$ and $p i v(k)$ of $I_{n}$.

Initialize $L$ to the identity and $U$ to the zero matrix.
for $j=1: n$
if $j=1$

$$
v=A(:, 1)
$$

else

$$
\tilde{a}=\Pi_{j-1} \cdots \Pi_{1} A(:, j)
$$

$$
\text { Solve } L(1: j-1,1: j-1) z=\tilde{a}(1: j-1) \text { for } z \in \mathbb{R}^{j-1}
$$

$$
U(1: j-1, j)=z, v(j: n)=\tilde{a}(j: n)-L(j: n, 1: j-1) \cdot z
$$

end
Determine $\mu$ with $j \leq \mu \leq n$ so $|v(\mu)|=\|v(j: n)\|_{\infty}$ and set $\operatorname{piv}(j)=\mu$

$$
v(j) \leftrightarrow v(\mu), L(j, 1: j-1) \leftrightarrow L(\mu, 1: j-1), U(j, j)=v(j)
$$

$$
\text { if } v(j) \neq 0
$$

$$
L(j+1: n, j)=v(j+1: n) / v(j)
$$

end
end
As with Algorithm 3.4.1, this procedure requires $2 n^{3} / 3$ flops and $O\left(n^{2}\right)$ comparisons.

### 3.4.5 Error Analysis and the Growth Factor

We now examine the stability that is obtained with partial pivoting. This requires an accounting of the rounding errors that are sustained during elimination and during the triangular system solving. Bearing in mind that there are no rounding errors associated with permutation, it is not hard to show using Theorem 3.3.2 that the computed solution $\hat{x}$ satisfies $(A+E) \hat{x}=b$ where

$$
\begin{equation*}
|E| \leq n \mathbf{u}\left(2|A|+4 \hat{P}^{T}|\hat{L}||\hat{U}|\right)+O\left(\mathbf{u}^{2}\right) \tag{3.4.6}
\end{equation*}
$$

Here we are assuming that $\hat{P}, \hat{L}$, and $\hat{U}$ are the computed analogs of $P, L$, and $U$ as produced by the above algorithms. Pivoting implies that the elements of $\hat{L}$ are bounded by one. Thus $\|\hat{L}\|_{\infty} \leq n$ and we obtain the bound

$$
\begin{equation*}
\|E\|_{\infty} \leq n \mathbf{u}\left(2\|A\|_{\infty}+4 n\|\hat{U}\|_{\infty}\right)+O\left(\mathbf{u}^{2}\right) \tag{3.4.7}
\end{equation*}
$$

The problem now is to bound $\|\hat{U}\|_{\infty}$. Define the growth factor $\rho$ by

$$
\begin{equation*}
\rho=\max _{i, j, k} \frac{\left|\hat{a}_{i j}^{(k)}\right|}{\|A\|_{\infty}} \tag{3.4.8}
\end{equation*}
$$

where $\hat{A}^{(k)}$ is the computed version of the matrix $A^{(k)}=M_{k} \Pi_{k} \cdots M_{1} \Pi_{1} A$. It follows that

$$
\begin{equation*}
\|E\|_{\infty} \leq 6 n^{3} \rho\|A\|_{\infty} \mathbf{u}+O\left(\mathbf{u}^{2}\right) \tag{3.4.9}
\end{equation*}
$$

Whether or not this compares favorably with the ideal bound (2.7.20) hinges upon the size of the growth factor of $\rho$. (The factor $n^{3}$ is not an operating factor in practice and may be ignored in this discussion.)

The growth factor measures how large the $A$-entries become during the process of elimination. Whether or not we regard Gaussian elimination with partial pivoting is safe to use depends upon what we can say about this quantity. From an average-case point of view, experiments by Trefethen and Schreiber (1990) suggest that $\rho$ is usually in the vicinity of $n^{2 / 3}$. However, from the worst-case point of view, $\rho$ can be as large as $2^{n-1}$. In particular, if $A \in \mathbb{R}^{n \times n}$ is defined by

$$
a_{i j}=\left\{\begin{aligned}
1 & \text { if } i=j \text { or } j=n \\
-1 & \text { if } i>j, \\
0 & \text { otherwise }
\end{aligned}\right.
$$

then there is no swapping of rows during Gaussian elimination with partial pivoting. We emerge with $A=L U$ and it can be shown that $u_{n n}=2^{n-1}$. For example,

$$
\left[\begin{array}{rrrr}
1 & 0 & 0 & 1 \\
-1 & 1 & 0 & 1 \\
-1 & -1 & 1 & 1 \\
-1 & -1 & -1 & 1
\end{array}\right]=\left[\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
-1 & -1 & 1 & 0 \\
-1 & -1 & -1 & 1
\end{array}\right]\left[\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 2 \\
0 & 0 & 1 & 4 \\
0 & 0 & 0 & 8
\end{array}\right]
$$

Understanding the behavior of $\rho$ requires an intuition about what makes the $U$ factor large. Since $P A=L U$ implies $U=L^{-1} P A$ it would appear that the size of $L^{-1}$ is relevant. However, Stewart (1997) discusses why one can expect the $L$-factor to be well conditioned.

Although there is still more to understand about $\rho$, the consensus is that serious element growth in Gaussian elimination with partial pivoting is extremely rare. The method can be used with confidence.

### 3.4.6 Complete Pivoting

Another pivot strategy called complete pivoting has the property that the associated growth factor bound is considerably smaller than $2^{n-1}$. Recall that in partial pivoting, the $k$ th pivot is determined by scanning the current subcolumn $A(k: n, k)$. In complete pivoting, the largest entry in the current submatrix $A(k: n, k: n)$ is permuted into the $(k, k)$ position. Thus, we compute the upper triangularization

$$
M_{n-1} \Pi_{n-1} \cdots M_{1} \Pi_{1} A \Gamma_{1} \cdots \Gamma_{n-1}=U
$$

In step $k$ we are confronted with the matrix

$$
A^{(k-1)}=M_{k-1} \Pi_{k-1} \cdots M_{1} \Pi_{1} A \Gamma_{1} \cdots \Gamma_{k-1}
$$

and determine interchange permutations $\Pi_{k}$ and $\Gamma_{k}$ such that

$$
\left|\left(\Pi_{k} A^{(k-1)} \Gamma_{k}\right)_{k k}\right|=\max _{k \leq i, j \leq n}\left|\left(\Pi_{k} A^{(k-1)} \Gamma_{k}\right)_{i j}\right| .
$$

Algorithm 3.4.3 (Outer Product LU with Complete Pivoting) This algorithm computes the factorization $P A Q^{T}=L U$ where $P$ is a permutation matrix encoded by $\operatorname{piv}(1: n-1), Q$ is a permutation matrix encoded by $\operatorname{colpiv}(1: n-1), L$ is unit lower triangular with $\left|\ell_{i j}\right| \leq 1$, and $U$ is upper triangular. For $i=1: n, A(i, i: n)$ is overwritten by $U(i, i: n)$ and $A(i+1: n, i)$ is overwritten by $L(i+1: n, i)$. The permutation $P$ is given by $P=\Pi_{n-1} \cdots \Pi_{1}$ where $\Pi_{k}$ is an interchange permutation obtained by swapping rows $k$ and rowpiv( $k$ ) of $I_{n}$. The permutation $Q$ is given by $Q=\Gamma_{n-1} \cdots \Gamma_{1}$ where $\Gamma_{k}$ is an interchange permutation obtained by swapping rows $k$ and $\operatorname{colpiv}(k)$ of $I_{n}$.
for $k=1: n-1$
Determine $\mu$ with $k \leq \mu \leq n$ and $\lambda$ with $k \leq \lambda \leq n$ so

$$
|A(\mu, \lambda)|=\max \{|A(i, j)|: i=k: n, j=k: n\}
$$

$\operatorname{rowpiv}(k)=\mu$
$A(k, 1: n) \leftrightarrow A(\mu, 1: n)$
$\operatorname{colpiv}(k)=\lambda$
$A(1: n, k) \leftrightarrow A(1: n, \lambda)$
if $A(k, k) \neq 0$
$\rho=k+1: n$
$A(\rho, k)=A(\rho, k) / A(k, k)$
$A(\rho, \rho)=A(\rho, \rho)-A(\rho, k) A(k, \rho)$
end
end
This algorithm requires $2 n^{3} / 3$ flops and $O\left(n^{3}\right)$ comparisons. Unlike partial pivoting, complete pivoting involves a significant floating point arithmetic overhead because of the two-dimensional search at each stage.

With the factorization $P A Q^{T}=L U$ in hand the solution to $A x=b$ proceeds as follows:

Step 1. Solve $L z=P b$ for $z$.
Step 2. Solve $U y=z$ for $y$.
Step 3. Set $x=Q^{T} y$.
The rowpiv and colpiv representations can be used to form $P b$ and $Q y$, respectively.
Wilkinson (1961) has shown that in exact arithmetic the elements of the matrix $A^{(k)}=M_{k} \Pi_{k} \cdots M_{1} \Pi_{1} A \Gamma_{1} \cdots \Gamma_{k}$ satisfy

$$
\begin{equation*}
\left|a_{i j}^{(k)}\right| \leq k^{1 / 2}\left(2 \cdot 3^{1 / 2} \cdots k^{1 / k-1}\right)^{1 / 2} \max \left|a_{i j}\right| \tag{3.4.10}
\end{equation*}
$$

The upper bound is a rather slow-growing function of $k$. This fact coupled with vast empirical evidence suggesting that $\rho$ is always modestly sized (e.g, $\rho=10$ ) permit us to conclude that Gaussian elimination with complete pivoting is stable. The method solves a nearby linear system $(A+E) \hat{x}=b$ in the sense of (2.7.21). However, in general there is little reason to choose complete pivoting over partial pivoting. A possible exception is when $A$ is rank deficient. In principal, complete pivoting can be used to reveal the rank of a matrix. Suppose $\operatorname{rank}(A)=r<n$. It follows that at the beginning of step
$r+1, A(r+1: n, r+1: n)=0$. This implies that $\Pi_{k}=\Gamma_{k}=M_{k}=I$ for $k=r+1: n$ and so the algorithm can be terminated after step $r$ with the following factorization in hand:

$$
P A Q^{T}=L U=\left[\begin{array}{lr}
L_{11} & 0 \\
L_{21} & I_{n-r}
\end{array}\right]\left[\begin{array}{rr}
U_{11} & U_{12} \\
0 & 0
\end{array}\right]
$$

Here, $L_{11}$ and $U_{11}$ are $r$-by- $r$ and $L_{21}$ and $U_{12}^{T}$ are $(n-r)$-by- $r$. Thus, Gaussian elimination with complete pivoting can in principle be used to determine the rank of a matrix. Nevertheless, roundoff errors make the probability of encountering an exactly zero pivot remote. In practice one would have to "declare" $A$ to have rank $k$ if the pivot element in step $k+1$ was sufficiently small. The numerical rank determination problem is discussed in detail in §5.5.

### 3.4.7 Rook Pivoting

A third type of LU stablization strategy called rook pivoting provides an interesting alternative to partial pivoting and complete pivoting. As with complete pivoting, it computes the factorization $P A Q=L U$. However, instead of choosing as pivot the largest value in $|A(k: n, k: n)|$, it searches for an element of that submatrix that is maximal in both its row and column. Thus, if

$$
A(k: n, k: n)=\left[\begin{array}{cccc}
24 & 36 & 13 & 61 \\
42 & 67 & 72 & 50 \\
38 & 11 & 36 & 43 \\
52 & 37 & 48 & 16
\end{array}\right]
$$

then " 72 " would be identified by complete pivoting while " 52 ," " 72 ," or " 61 " would be acceptable with the rook pivoting strategy. To implement rook pivoting, the scan-and-swap portion of Algorithm 3.4.3 is changed to

```
\(\mu=k, \lambda=k, \tau=\left|a_{\mu \lambda}\right|, s=0\)
while \(\tau<\|\left(A(k: n, \lambda)\left\|_{\infty} \quad \vee \quad \tau<\right\|\left(A(\mu, k: n) \|_{\infty}\right.\right.\)
    if \(\bmod (s, 2)=0\)
        Update \(\mu\) so that \(\left|a_{\mu \lambda}\right|=\|\left(A(k: n, \lambda) \|_{\infty}\right.\) with \(k \leq \mu \leq n\).
    else
            Update \(\lambda\) so that \(\left|a_{\mu \lambda}\right|=\|\left(A(\mu, k: n) \|_{\infty}\right.\) with \(k \leq \lambda \leq n\).
    end
    \(s=s+1\)
end
\(\operatorname{rowpiv}(k)=\mu, A(k,:) \leftrightarrow A(\mu,:) \operatorname{colpiv}(k)=\lambda, A(:, k) \leftrightarrow A(:, \lambda)\)
```

The search for a larger $\left|a_{\mu \lambda}\right|$ involves alternate scans of $A(k: n, \lambda)$ and $A(\mu, k: n)$. The value of $\tau$ is monotone increasing and that ensures termination of the while-loop. In theory, the exit value of $s$ could be $O(n-k)^{2}$ ), but in practice its value is $O(1)$. See Chang (2002). The bottom line is that rook pivoting represents the same $O\left(n^{2}\right)$ overhead as partial pivoting, but that it induces the same level of reliability as complete pivoting.

### 3.4.8 A Note on Underdetermined Systems

If $A \in \mathbb{R}^{m \times n}$ with $m<n, \operatorname{rank}(A)=m$, and $b \in \mathbb{R}^{m}$, then the linear system $A x=b$ is said to be underdetermined. Note that in this case there are an infinite number of solutions. With either complete or rook pivoting, it is possible to compute an LU factorization of the form

$$
\begin{equation*}
P A Q^{T}=L\left[U_{1} \mid U_{2}\right] \tag{3.4.11}
\end{equation*}
$$

where $P$ and $Q$ are permutations, $L \in \mathbb{R}^{m \times m}$ is unit lower triangular, and $U_{1} \in \mathbb{R}^{m \times m}$ is nonsingular and upper triangular. Note that

$$
A x=b \Leftrightarrow\left(P A Q^{T}\right)(Q x)=(P b) \Leftrightarrow L\left[U_{1} \mid U_{2}\right]\left[\begin{array}{c}
z_{1} \\
z_{2}
\end{array}\right]=L\left(U_{1} z_{1}+U_{2} z_{2}\right)=c
$$

where $c=P b$ and

$$
\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right]=Q x
$$

This suggests the following solution procedure:
Step 1. Solve $L y=P b$ for $y \in \mathbb{R}^{m}$.
Step 2. Choose $z_{2} \in \mathbb{R}^{n-m}$ and solve $U_{1} z_{1}=y-U_{2} z_{2}$ for $z_{1}$.
Step 3. Set

$$
x=Q^{T}\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right]
$$

Setting $z_{2}=0$ is a natural choice. We have more to say about underdetermined systems in §5.6.2.

### 3.4.9 The LU Mentality

We offer three examples that illustrate how to think in terms of the LU factorization when confronted with a linear equation situation.

Example 1. Suppose $A$ is nonsingular and $n$-by- $n$ and that $B$ is $n$-by- $p$. Consider the problem of finding $X(n$-by- $p$ ) so $A X=B$. This is the multiple right hand side problem. If $X=\left[x_{1}|\cdots| x_{p}\right]$ and $B=\left[b_{1}|\cdots| b_{p}\right]$ are column partitions, then

Compute $P A=L U$
for $k=1: p$
Solve $L y=P b_{k}$ and then $U x_{k}=y$.
end
If $B=I_{n}$, then we emerge with an approximation to $A^{-1}$.
Example 2. Suppose we want to overwrite $b$ with the solution to $A^{k} x=b$ where $A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^{n}$, and $k$ is a positive integer. One approach is to compute $C=A^{k}$ and then solve $C x=b$. However, the matrix multiplications can be avoided altogether:

Compute $P A=L U$.
for $j=1: k$
Overwrite $b$ with the solution to $L y=P b$.
Overwrite $b$ with the solution to $U x=b$.
end
As in Example 1, the idea is to get the LU factorization "outside the loop."
Example 3. Suppose we are given $A \in \mathbb{R}^{n \times n}, d \in \mathbb{R}^{n}$, and $c \in \mathbb{R}^{n}$ and that we want to compute $s=c^{T} A^{-1} d$. One approach is to compute $X=A^{-1}$ as discussed in (i) and then compute $s=c^{T} X d$. However, it is more economical to proceed as follows:

Compute $P A=L U$.
Solve $L y=P d$ and then $U x=y$.
$s=c^{T} x$
An " $A^{-1}$ " in a formula almost always means "solve a linear systcm" and almost never means "compute $A^{-1}$."

### 3.4.10 A Model Problem for Numerical Analysis

We are now in possession of a very important and well-understood algorithm (Gaussian elimination) for a very important and well-understood problem (linear equations). Let us take advantage of our position and formulate more abstractly what we mean by "problem sensitivity" and "algorithm stability." Our discussion follows Higham (ASNA, §1.5-1.6), Stewart (MA, §4.3), and Trefethen and Bau (NLA, Lectures 12, 14, 15 , and 22 ).

A problem is a function $f: D \rightarrow S$ from "data/input space" $D$ to "solution/output space" $S$. A problem instance is $f$ together with a particular $d \in D$. We assume $D$ and $S$ are normed vector spaces. For linear systems, $D$ is the set of matrix-vector pairs $(A, b)$ where $A \in \mathbb{R}^{n \times n}$ is nonsingular and $b \in \mathbb{R}^{n}$. The function $f$ maps $(A, b)$ to $A^{-1} b$, an element of $S$. For a particular $A$ and $b, A x=b$ is a problem instance.

A perturbation theory for the problem $f$ sheds light on the difference between $f(d)$ and $f(d+\Delta d)$ where $d \in D$ and $d+\Delta d \in D$. For linear systems, we discussed in $\S 2.6$ the difference between the solution to $A x=b$ and the solution to $(A+\Delta A)(x+\Delta x)=$ $(b+\Delta b)$. We bounded $\|\Delta x\| /\|x\|$ in terms of $\|\Delta A\| /\|A\|$ and $\|\Delta b\| /\|b\|$.

The conditioning of a problem refers to the behavior of $f$ under perturbation at $d$. A condition number of a problem quantifies the rate of change of the solution with respect to the input data. If small changes in $d$ induce relatively large changes in $f(d)$, then that problem instance is ill-conditioned. If small changes in $d$ do not induce relatively large changes in $f(d)$, then that problem instance is well-conditioned. Definitions for "small" and "large" are required. For linear systems we showed in $\S 2.6$ that the magnitude of the condition number $\kappa(A)=\|A\|\left\|A^{-1}\right\|$ determines whether an $A x=b$ problem is ill-conditioned or well-conditioned. One might say that a linear equation problem is well-conditioned if $\kappa(A) \approx O(1)$ and ill-conditioned if $\kappa(A) \approx O(1 / \mathbf{u})$.

An algorithm for computing $f(d)$ produces an approximation $\tilde{f}(d)$. Depending on the situation, it may be necessary to identify a particular software implementation
of the underlying method. The $\tilde{f}$ function for Gaussian elimination with partial pivoting, Gaussian elimination with rook pivoting, and Gaussian elimination with complete pivoting are all different.

An algorithm for computing $f(d)$ is stable if for some small $\Delta d$, the computed solution $\tilde{f}(d)$ is close to $f(d+\Delta d)$. A stable algorithm nearly solves a nearby problem. An algorithm for computing $f(d)$ is backward stable if for some small $\Delta d$, the computed solution $\tilde{f}(d)$ satisfies $\tilde{f}(d)=f(d+\Delta d)$. A backward stable algorithm exactly solves a nearby problem. Applied to a given linear system $A x=b$, Gaussian elimination with complete pivoting is backward stable because the computed solution $\tilde{x}$ satisfies

$$
(A+\Delta) \tilde{x}=b
$$

and $\|\Delta\| /\|A\| \approx O(\mathbf{u})$. On the other hand, if $b$ is specified by a matrix-vector product $b=M v$, then

$$
(A+\Delta) \tilde{x}=M v+\delta
$$

where $\|\Delta\| /\|A\| \approx O(\mathbf{u})$ and $\delta /(\|M\|\|v\|) \approx O(\mathbf{u})$. Here, the underlying $f$ is defined by $f:(A, M, v) \rightarrow A^{-1}(M v)$. In this case the algorithm is stable but not backward stable.

## Problems

P3.4.1 Let $A=L U$ be the LU factorization of $n$-by- $n A$ with $\left|\ell_{i j}\right| \leq 1$. Let $a_{i}^{T}$ and $u_{i}^{T}$ denote the $i$ th rows of $A$ and $U$, respectively. Verify the equation

$$
u_{i}^{T}=a_{i}^{T}-\sum_{j=1}^{i-1} \ell_{i j} u_{j}^{T}
$$

and use it to show that $\|U\|_{\infty} \leq 2^{n-1}\|A\|_{\infty}$. (Hint: Take norms and use induction.)
P3.4.2 Show that if $P A Q=L U$ is obtained via Gaussian elimination with complete pivoting, then no element of $U(i, i: n)$ is larger in absolute value than $\left|u_{i i}\right|$. Is this true with rook pivoting?
P3.4.3 Suppose $A \in \mathbf{R}^{n \times n}$ has an $L U$ factorization and that $L$ and $U$ are known. Give an algorithm which can compute the $(i, j)$ entry of $A^{-1}$ in approximately $(n-j)^{2}+(n-i)^{2}$ flops.
P3.4.4 Suppose $\hat{X}$ is the computed inverse obtained via (3.4.12). Give an upper bound for $\|A \hat{X}-I\|_{F}$.
P3.4.5 Extend Algorithm 3.4.3 so that it can produce the factorization (3.4.11). How many flops are required?
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### 3.5 Improving and Estimating Accuracy

Suppose we apply Gaussian elimination with partial pivoting to the $n$-by- $n$ system $A x=b$ and that IEEE double precision arithmetic is used. Equation (3.4.9) essentially says that if the growth factor is modest then the computed solution $\hat{x}$ satisfies

$$
\begin{equation*}
(A+E) \hat{x}=b, \quad\|E\|_{\infty} \approx \mathbf{u}\|A\|_{\infty} . \tag{3.5.1}
\end{equation*}
$$

In this section we explore the practical ramifications of this result. We begin by stressing the distinction that should be made between residual size and accuracy. This is followed by a discussion of scaling, iterative improvement, and condition estimation. See Higham (ASNA) for a more detailed treatment of these topics.

We make two notational remarks at the outset. The infinity norm is used throughout since it is very handy in roundoff error analysis and in practical error estimation. Second, whenever we refer to "Gaussian elimination" in this section we really mean Gaussian elimination with some stabilizing pivot strategy such as partial pivoting.

### 3.5.1 Residual Size versus Accuracy

The residual of a computed solution $\hat{x}$ to the linear system $A x=b$ is the vector $b-A \hat{x}$. A small residual means that $A \hat{x}$ effectively "predicts" the right hand side $b$. From Equation 3.5 .1 we have $\|b-A \hat{x}\|_{\infty} \approx \mathbf{u}\|A\|_{\infty}\|\hat{x}\|_{\infty}$ and so we obtain

Heuristic I. Gaussian elimination produces a solution $\hat{x}$ with a relatively small residual.

Small residuals do not imply high accuracy. Combining Theorem 2.6.2 and (3.5.1), we see that

$$
\begin{equation*}
\frac{\|\hat{x}-x\|_{\infty}}{\|x\|_{\infty}} \approx \mathbf{u} \kappa_{\infty}(A) \tag{3.5.2}
\end{equation*}
$$

This justifies a second guiding principle.
Heuristic II. If the unit roundoff and condition satisfy $\mathbf{u} \approx 10^{-d}$ and $\kappa_{\infty}(A) \approx 10^{q}$, then Gaussian elimination produces a solution $\hat{x}$ that has about $d-q$ correct decimal digits.

If $\mathbf{u} \kappa_{\infty}(A)$ is large, then we say that $A$ is ill-conditioned with respect to the machine precision.

As an illustration of the Heuristics I and II, consider the system

$$
\left[\begin{array}{ll}
.986 & .579 \\
.409 & .237
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
.235 \\
.107
\end{array}\right]
$$

in which $\kappa_{\infty}(A) \approx 700$ and $x=[2,-3]^{T}$. Here is what we find for various machine precisions:

| $\mathbf{u}$ | $\hat{x}_{1}$ | $\hat{x}_{2}$ | $\frac{\\|\hat{x}-x\\|_{\infty}}{\\|x\\|_{\infty}}$ | $\frac{\\|b-A \hat{x}\\|_{\infty}}{\\|A\\|_{\infty}\\|\hat{x}\\|_{\infty}}$ |
| :---: | ---: | ---: | ---: | ---: |
| $10^{-3}$ | 2.11 | -3.17 | $5 \cdot 10^{-2}$ | $2.0 \cdot 10^{-3}$ |
| $10^{-4}$ | 1.986 | -2.975 | $8 \cdot 10^{-3}$ | $1.5 \cdot 10^{-4}$ |
| $10^{-5}$ | 2.0019 | -3.0032 | $1 \cdot 10^{-3}$ | $2.1 \cdot 10^{-6}$ |
| $10^{-6}$ | 2.00025 | -3.00094 | $3 \cdot 10^{-4}$ | $4.2 \cdot 10^{-7}$ |

Whether or not to be content with the computed solution $\hat{x}$ depends on the requirements of the underlying source problem. In many applications accuracy is not important but small residuals are. In such a situation, the $\hat{x}$ produced by Gaussian elimination is probably adequate. On the other hand, if the number of correct digits in $\hat{x}$ is an issue, then the situation is more complicated and the discussion in the remainder of this section is relevant.

### 3.5.2 Scaling

Let $\beta$ be the machine base (typically $\beta=2$ ) and define the diagonal matrices $D_{1}=$ $\operatorname{diag}\left(\beta^{r_{1}}, \ldots, \beta^{r_{n}}\right)$ and $D_{2}=\operatorname{diag}\left(\beta^{c_{1}}, \ldots, \beta^{c_{n}}\right)$. The solution to the $n$-by- $n$ linear system $A x=b$ can be found by solving the scaled system $\left(D_{1}^{-1} A D_{2}\right) y=D_{1}^{-1} b$ using

Gaussian elimination and then setting $x=D_{2} y$. The scalings of $A, b$, and $y$ require only $O\left(n^{2}\right)$ flops and may be accomplished without roundoff. Note that $D_{1}$ scales equations and $D_{2}$ scales unknowns.

It follows from Heuristic II that if $\hat{x}$ and $\hat{y}$ are the computed versions of $x$ and $y$, then

$$
\begin{equation*}
\frac{\left\|D_{2}^{-1}(\hat{x}-x)\right\|_{\infty}}{\left\|D_{2}^{-1} x\right\|_{\infty}}=\frac{\|\hat{y}-y\|_{\infty}}{\|y\|_{\infty}} \approx \mathbf{u} \kappa_{\infty}\left(D_{1}^{-1} A D_{2}\right) \tag{3.5.3}
\end{equation*}
$$

Thus, if $\kappa_{\infty}\left(D_{1}^{-1} A D_{2}\right)$ can be made considerably smaller than $\kappa_{\infty}(A)$, then we might expect a correspondingly more accurate $\hat{x}$, provided errors are measured in the " $D_{2}$ " norm defined by $\|z\|_{D_{2}}=\left\|D_{2}^{-1} z\right\|_{\infty}$. This is the objective of scaling. Note that it encompasses two issues: the condition of the scaled problem and the appropriateness of appraising error in the $D_{2}$-norm.

An interesting but very difficult mathematical problem concerns the exact minimization of $\kappa_{p}\left(D_{1}^{-1} A D_{2}\right)$ for general diagonal $D_{i}$ and various $p$. Such results as there are in this direction are not very practical. This is hardly discouraging, however, when we recall that (3.5.3) is a heuristic result, it makes little sense to minimize exactly a heuristic bound. What we seek is a fast, approximate method for improving the quality of the computed solution $\hat{x}$.

One technique of this variety is simple row scaling. In this scheme $D_{2}$ is the identity and $D_{1}$ is chosen so that each row in $D_{1}^{-1} A$ has approximately the same $\infty$ norm. Row scaling reduces the likelihood of adding a very small number to a very large number during elimination-an event that can greatly diminish accuracy.

Slightly more complicated than simple row scaling is row-column equilibration. Here, the object is to choose $D_{1}$ and $D_{2}$ so that the $\infty$-norm of each row and column of $D_{1}^{-1} A D_{2}$ belongs to the interval $[1 / \beta, 1]$ where $\beta$ is the base of the floating point system. For work along these lines, see McKeeman (1962).

It cannot be stressed too much that simple row scaling and row-column equilibration do not "solve" the scaling problem. Indeed, either technique can render a worse $\hat{x}$ than if no scaling whatever is used. The ramifications of this point are thoroughly discussed in Forsythe and Moler (SLE, Chap. 11). The basic recommendation is that the scaling of equations and unknowns must proceed on a problem-by-problem basis. General scaling strategies are unreliable. It is best to scale (if at all) on the basis of what the source problem proclaims about the significance of each $a_{i j}$. Measurement units and data error may have to be considered.

### 3.5.3 Iterative Improvement

Suppose $A x=b$ has been solved via the partial pivoting factorization $P A=L U$ and that we wish to improve the accuracy of the computed solution $\hat{x}$. If we execute

$$
\begin{align*}
& r=b-A \hat{x} \\
& \text { Solve } L y=P r  \tag{3.5.4}\\
& \text { Solve } U z=y \\
& x_{\text {new }}=\hat{x}+z
\end{align*}
$$

then in exact arithmetic $A x_{\text {new }}=A \hat{x}+A z=(b-r)+r=b$. Unfortunately, the naive floating point execution of these formulae renders an $x_{\text {new }}$ that is no more accurate
than $\hat{x}$. This is to be expected since $\hat{r}=\mathrm{fl}(b-A \hat{x})$ has few, if any, correct significant digits. (Recall Heuristic I.) Consequently, $\hat{z}=\mathrm{fl}\left(A^{-1} r\right) \approx A^{-1}$. noise $\approx$ noise is a very poor correction from the standpoint of improving the accuracy of $\hat{x}$. However, Skeel (1980) has an error analysis that indicates when (3.5.4) gives an improved $x_{\text {new }}$ from the standpoint of backward error. In particular, if the quantity

$$
\tau=\left(\left\||A|\left|A^{-1}\right|\right\|_{\infty}\right)\left(\max _{i}(|A||x|)_{i} / \min _{i}(|A||x|)_{i}\right)
$$

is not too big, then (3.5.4) produces an $x_{\text {new }}$ such that $(A+E) x_{n e w}=b$ for very small $E$. Of course, if Gaussian elimination with partial pivoting is used, then the computed $\hat{x}$ already solves a nearby system. However, this may not be the case for certain pivot strategies used to preserve sparsity. In this situation, the fixed precision iterative improvement step (3.5.4) can be worthwhile and cheap. See Arioli, Demmel, and Duff (1988).

In general, for (3.5.4) to produce a more accurate $x$, it is necessary to compute the residual $b-A \hat{x}$ with extended precision floating point arithmetic. Typically, this means that if $t$-digit arithmetic is used to compute $P A=L U, x, y$, and $z$, then $2 t$-digit arithmetic is used to form $b-A \hat{x}$. The process can be iterated. In particular, once we have computed $P A=L U$ and initialize $x=0$, we repeat the following:

$$
\begin{align*}
& r=b-A x \text { (higher precision) } \\
& \text { Solve } L y=\operatorname{Pr} \text { for } y \text { and } U z=y \text { for } z  \tag{3.5.5}\\
& x=x+z
\end{align*}
$$

We refer to this process as mixed-precision iterative improvement. The original $A$ must be used in the high-precision computation of $r$. The basic result concerning the performance of (3.5.5) is summarized in the following heuristic:

Heuristic III. If the machine precision $\mathbf{u}$ and condition satisfy $\mathbf{u}=10^{-d}$ and $\kappa_{\infty}(A) \approx$ $10^{q}$, then after $k$ executions of (3.5.5), x has approximately $\min \{d, k(d-q)\}$ correct digits if the residual computation is performed with precision $\mathbf{u}^{2}$.

Roughly speaking, if $\mathbf{u} \kappa_{\infty}(A) \leq 1$, then iterative improvement can ultimately produce a solution that is correct to full (single) precision. Note that the process is relatively cheap. Each improvement costs $O\left(n^{2}\right)$, to be compared with the original $O\left(n^{3}\right)$ investment in the factorization $P A=L U$. Of course, no improvement may result if $A$ is badly conditioned with respect to the machine precision.

### 3.5.4 Condition Estimation

Suppose that we have solved $A x=b$ via $P A=L U$ and that we now wish to ascertain the number of correct digits in the computed solution $\hat{x}$. It follows from Heuristic II that in order to do this we need an estimate of the condition $\kappa_{\infty}(A)=\|A\|_{\infty}\left\|A^{-1}\right\|_{\infty}$. Computing $\|A\|_{\infty}$ poses no problem as we merely use the $O\left(n^{2}\right)$ formula (2.3.10). The challenge is with respect to the factor $\left\|A^{-1}\right\|_{\infty}$. Conceivably, we could estimate this quantity by $\|\hat{X}\|_{\infty}$, where $\hat{X}=\left[\hat{x}_{1}|\cdots| \hat{x}_{n}\right]$ and $\hat{x}_{i}$ is the computed solution to $A x_{i}=e_{i}$. (See §3.4.9.) The trouble with this approach is its expense: $\hat{\kappa}_{\infty}=\|A\|_{\infty}\|\hat{X}\|_{\infty}$ costs about three times as much as $\hat{x}$.

The central problem of condition estimation is how to estimate reliably the condition number in $O\left(n^{2}\right)$ flops assuming the availability of $P A=L U$ or one of the factorizations that are presented in subsequent chapters. An approach described in Forsythe and Moler (SLE, p. 51) is based on iterative improvement and the heuristic

$$
\mathbf{u} \kappa_{\infty}(A) \approx\|z\|_{\infty} /\|x\|_{\infty}
$$

where $z$ is the first correction of $x$ in (3.5.5).
Cline, Moler, Stewart, and Wilkinson (1979) propose an approach to the condition estimation problem thatis based on the implication

$$
A y=d \quad \Longrightarrow \quad\left\|A^{-1}\right\|_{\infty} \geq\|y\|_{\infty} /\|d\|_{\infty}
$$

The idea behind their estimator is to choose $d$ so that the solution $y$ is large in norm and then set

$$
\hat{\kappa}_{\infty}=\|A\|_{\infty}\|y\|_{\infty} /\|d\|_{\infty}
$$

The success of this method hinges on how close the ratio $\|y\|_{\infty} /\|d\|_{\infty}$ is to its maximum value $\left\|A^{-1}\right\|_{\infty}$.

Consider the case when $A=T$ is upper triangular. The relation between $d$ and $y$ is completely specified by the following column version of back substitution:

```
\(p(1: n)=0\)
for \(k=n:-1: 1\)
```

Choose $d(k)$.

$$
\begin{align*}
& \quad \begin{array}{l}
y(k)=(d(k)-p(k)) / T(k, k) \\
\\
\text { end }
\end{array} \text { (1:k-1)=p(1:k-1)+y(k)T(1:k-1,k)} \tag{3.5.6}
\end{align*}
$$

Normally, we use this algorithm to solve a given triangular system $T y=d$. However, in the condition estimation setting we are free to pick the right-hand side $d$ subject to the "constraint" that $y$ is large relative to $d$.

One way to encourage growth in $y$ is to choose $d(k)$ from the set $\{-1,+1\}$ so as to maximize $y(k)$. If $p(k) \geq 0$, then set $d(k)=-1$. If $p(k)<0$, then set $d(k)=+1$. In other words, (3.5.6) is invoked with $d(k)=-\operatorname{sign}(p(k))$. Overall, the vector $d$ has the form $d(1: n)=[ \pm 1, \ldots, \pm 1]^{T}$. Since this is a unit vector, we obtain the estimate $\hat{\kappa}_{\infty}=\|T\|_{\infty}\|y\|_{\infty}$.

A more reliable estimator results if $d(k) \in\{-1,+1\}$ is chosen so as to encourage growth both in $y(k)$ and the running sum update $p(1: k-1, k)+T(1: k-1, k) y(k)$. In particular, at step $k$ we compute

$$
\begin{aligned}
& y(k)^{+}=(1-p(k)) / T(k, k) \\
& s(k)^{+}=\left|y(k)^{+}\right|+\left\|p(1: k-1)+T(1: k-1, k) y(k)^{+}\right\|_{1} \\
& y(k)^{-}=(-1-p(k)) / T(k, k) \\
& s(k)^{-}=\left|y(k)^{-}\right|+\left\|p(1: k-1)+T(1: k-1, k) y(k)^{-}\right\|_{1}
\end{aligned}
$$

and set

$$
y(k)= \begin{cases}y(k)^{+} & \text {if } s(k)^{+} \geq s(k)^{-} \\ y(k)^{-} & \text {if } s(k)^{+}<s(k)^{-}\end{cases}
$$

This gives the following procedure.
Algorithm 3.5.1 (Condition Estimator) Let $T \in \mathbb{R}^{n \times n}$ be a nonsingular upper triangular matrix. This algorithm computes unit $\infty$-norm $y$ and a scalar $\kappa$ so $\|T y\|_{\infty} \approx$ $1 /\left\|T^{-1}\right\|_{\infty}$ and $\kappa \approx \kappa_{\infty}(T)$

```
\(p(1: n)=0\)
for \(k=n:-1: 1\)
    \(y(k)^{+}=(1-p(k)) / T(k, k)\)
        \(y(k)^{-}=(-1-p(k)) / T(k, k)\)
        \(p(k)^{+}=p(1: k-1)+T(1: k-1, k) y(k)^{+}\)
        \(p(k)^{-}=p(1: k-1)+T(1: k-1, k) y(k)^{-}\)
        if \(\left|y(k)^{+}\right|+\left\|p(k)^{+}\right\|_{1} \geq\left|y(k)^{-}\right|+\left\|p(k)^{-}\right\|_{1}\)
        \(y(k)=y(k)^{+}\)
        \(p(1: k-1)=p(k)^{+}\)
        else
        \(y(k)=y(k)^{-}\)
        \(p(1: k-1)=p(k)^{-}\)
        end
end
\(\kappa=\|y\|_{\infty}\|T\|_{\infty}\)
\(y=y /\|y\|_{\infty}\)
```

The algorithm involves several times the work of ordinary back substitution.
We are now in a position to describe a procedure for estimating the condition of a square nonsingular matrix $A$ whose $P A=L U$ factorization is available:

Step 1. Apply the lower triangular version of Algorithm 3.5.1 to $U^{T}$ and obtain a large-norm solution to $U^{T} y=d$.
Step 2. Solve the triangular systems $L^{T} r=y, L w=P r$, and $U z=w$.
Step 3. Set $\hat{\kappa}_{\infty}=\|A\|_{\infty}\|z\|_{\infty} /\|r\|_{\infty}$.
Note that $\|z\|_{\infty} \leq\left\|A^{-1}\right\|_{\infty}\|r\|_{\infty}$. The method is based on several heuristics. First, if $A$ is ill-conditioned and $P A=L U$, then it is usually the case that $U$ is correspondingly ill-conditioned. The lower triangle $L$ tends to be fairly well-conditioned. Thus, it is more profitable to apply the condition estimator to $U$ than to $L$. The vector $r$, because it solves $A^{T} P^{T} r=d$, tends to be rich in the direction of the left singular vector associated with $\sigma_{\min }(A)$. Right-hand sides with this property render large solutions to the problem $A z=r$.

In practice, it is found that the condition estimation technique that we have outlined produces adequate order-of-magnitude estimates of the true condition number.

## Problems

P3.5.1 Show by example that there may be more than one way to equilibrate a matrix.
P3.5.2 Suppose $P(A+E)=\hat{L} \hat{U}$, where $P$ is a permutation, $\hat{L}$ is lower triangular with $\left|\hat{\ell}_{i j}\right| \leq 1$, and $\hat{U}$ is upper triangular. Show that $\hat{\kappa}_{\infty}(A) \geq\|A\|_{\infty} /\left(\|E\|_{\infty}+\mu\right)$ where $\mu=\min \left|\hat{u}_{i i}\right|$. Conclude that if a small pivot is encountered when Gaussian elimination with pivoting is applied to $A$, then $A$ is ill-conditioned. The converse is not true. (Hint: Let $A$ be the matrix $B_{n}$ defined in (2.6.9)).
P3.5.3 (Kahan (1966)) The system $A x=b$ where

$$
A=\left[\begin{array}{rrr}
2 & -1 & 1 \\
-1 & 10^{-10} & 10^{-10} \\
1 & 10^{-10} & 10^{-10}
\end{array}\right], \quad b=\left[\begin{array}{c}
2\left(1+10^{-10}\right) \\
-10^{-10} \\
10^{-10}
\end{array}\right]
$$

has solution $x=\left[10^{-10}-11\right]^{T}$. (a) Show that if $(A+E) y=b$ and $|E| \leq 10^{-8}|A|$, then $|x-y| \leq$ $10^{-7}|x|$. That is, small relative changes in $A$ 's entries do not induce large changes in $x$ even though $\kappa_{\infty}(A)=10^{10}$. (b) Define $D=\operatorname{diag}\left(10^{-5}, 10^{5}, 10^{5}\right)$. Show that $\kappa_{\infty}(D A D) \leq 5$. (c) Explain what is going on using Theorem 2.6.3.
P3.5.4 Consider the matrix:

$$
T=\left[\begin{array}{rrrr}
1 & 0 & M & -M \\
0 & 1 & -M & M \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] M \in \mathbf{R} .
$$

What estimate of $\kappa_{\infty}(T)$ is produced when (3.5.6) is applied with $d(k)=-\operatorname{sign}(p(k))$ ? What estimate does Algorithm 3.5.1 produce? What is the true $\kappa_{\infty}(T)$ ?
P3.5.5 What does Algorithm 3.5.1 produce when applied to the matrix $B_{n}$ given in (2.6.9)?
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### 3.6 Parallel LU

In §3.2.11 we show how to organize a block version of Gaussian elimination (without pivoting) so that the overwhelming majority of flops occur in the context of matrix multiplication. It is possible to incorporate partial pivoting and maintain the same level-3 fraction. After stepping through the derivation we proceed to show how the process can be effectively parallelized using the block-cyclic distribution ideas that were presented in §1.6.

### 3.6.1 Block LU with Pivoting

Throughout this section assume $A \in \mathbb{R}^{n \times n}$ and for clarity that $n=r N$ :

$$
A=\left[\begin{array}{ccc}
A_{11} & \cdots & A_{1 N}  \tag{3.6.1}\\
\vdots & \ddots & \vdots \\
A_{N 1} & \cdots & A_{N N}
\end{array}\right] \quad A_{i, j} \in \mathbb{R}^{r \times r} .
$$

We revisit Algorithm 3.2.4 (nonrecursive block LU) and show how to incorporate partial pivoting.

The first step starts by applying scalar Gaussian elimination with partial pivoting to the first block column. Using an obvious rectangular matrix version of Algorithm 3.4.1 we obtain the following factorization:

$$
P_{1}\left[\begin{array}{c}
A_{11}  \tag{3.6.2}\\
A_{21} \\
\vdots \\
A_{N 1}
\end{array}\right]=\left[\begin{array}{c}
L_{11} \\
L_{21} \\
\vdots \\
L_{N 1}
\end{array}\right] U_{11}
$$

In this equation, $P_{1} \in \mathbb{R}^{n \times n}$ is a permutation, $L_{11} \in \mathbb{R}^{r \times r}$ is unit lower triangular, and $U_{11} \in \mathbb{R}^{r \times r}$ is upper triangular.

The next task is to compute the first block row of $U$. To do this we set

$$
P_{1} A=\left[\begin{array}{ccc}
\tilde{A}_{11} & \cdots & \tilde{A}_{1 N}  \tag{3.6.3}\\
\vdots & \ddots & \vdots \\
\tilde{A}_{N 1} & \cdots & \tilde{A}_{N N}
\end{array}\right], \quad \tilde{A}_{i, j} \in \mathbb{R}^{r \times r},
$$

and solve the lower triangular multiple-right-hand-side problem

$$
L_{11}\left[U_{12}|\cdots| U_{1 N}\right]=\left[\begin{array}{l|l|l}
\tilde{A}_{12} & \cdots \mid \tilde{A}_{1 N} \tag{3.6.4}
\end{array}\right]
$$

for $U_{12}, \ldots, U_{1 N} \in \mathbb{R}^{r \times r}$. At this stage it is easy to show that we have the partial factorization

$$
P_{1} A=\left[\begin{array}{c|ccc}
L_{11} & 0 & \cdots & 0 \\
\hline L_{21} & I_{r} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
L_{N 1} & 0 & \cdots & I_{r}
\end{array}\right]\left[\begin{array}{c|c}
I_{r} & 0 \\
\hline 0 & A^{\text {(new) }}
\end{array}\right]\left[\begin{array}{c|ccc}
U_{11} & U_{12} & \cdots & U_{1 N} \\
\hline 0 & I_{r} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & I_{r}
\end{array}\right]
$$

where

$$
A^{(\mathrm{new})}=\left[\begin{array}{ccc}
\tilde{A}_{22} & \cdots & \tilde{A}_{2 N}  \tag{3.6.5}\\
\vdots & \ddots & \vdots \\
\tilde{A}_{N 2} & \cdots & \tilde{A}_{N N}
\end{array}\right]-\left[\begin{array}{c}
L_{21} \\
\vdots \\
L_{N 1}
\end{array}\right]\left[U_{12}|\cdots| U_{1 N}\right]
$$

Note that the computation of $A^{(\text {new })}$ is a level-3 operation as it involves one matrix multiplication per $A$-block.

The remaining task is to compute the pivoted LU factorization of $A^{(n e w)}$. Indeed, if

$$
P^{(\text {new })} A^{(\text {new })}=L^{(\text {new })} U^{(\text {new })}
$$

and

$$
P^{\text {(new })}\left[\begin{array}{c}
L_{21} \\
\vdots \\
L_{N 1}
\end{array}\right]=\left[\begin{array}{c}
\tilde{L}_{21} \\
\vdots \\
\tilde{L}_{N 1}
\end{array}\right]
$$

then

$$
P A=\left[\begin{array}{c|ccc}
L_{11} & 0 & \cdots & 0 \\
\hline \tilde{L}_{21} & & \\
\vdots & & L^{(\text {new })} \\
\tilde{L}_{N 1} & & &
\end{array}\right]\left[\begin{array}{c|cc}
U_{11} & U_{12} \cdots & \cdots U_{1 N} \\
\hline 0 & \\
\vdots & U^{\text {(new) }} \\
0 &
\end{array}\right]
$$

is the pivoted block LU factorization of $A$ with

$$
P=\left[\begin{array}{cc}
I_{r} & 0 \\
0 & P^{(\text {new })}
\end{array}\right] P_{1}
$$

In general, the processing of each block column in $A$ is a four-part calculation:
Part A. Apply rectangular Gaussian Elimination with partial pivoting to a block column of $A$. This produces a permutation, a block column of $L$, and a diagonal block of $U$. See (3.6.2).

Part B. Apply the Part A permutation to the "rest of $A$." Sce (3.6.3).

Part C. Complete the computation of $U$ 's next block row by solving a lower triangular multiple right-hand-side problem. See (3.6.4).

Part D. Using the freshly computed $L$-blocks and $U$-blocks, update the "rest of $A$." See (3.6.5).

The precise formulation of the method with overwriting is similar to Algorithm 3.2.4 and is left as an exercise.

### 3.6.2 Parallelizing the Pivoted Block LU Algorithm

Recall the discussion of the block-cyclic distribution in $\S 1.6 .2$ where the parallel computation of the matrix multiplication update $C=C+A B$ was outlined. To provide insight into how the pivoted block LU algorithm can be parallelized, we examine a representative step in a small example that also makes use of the block-cyclic distribution.

Assume that $N=8$ in (3.6.1) and that we have a $p_{\text {row }}$-by- $p_{\text {col }}$ processor network with $p_{\text {row }}=2$ and $p_{\text {col }}=2$. At the start, the blocks of $A=\left(A_{i j}\right)$ are cyclically distributed as shown in Figure 3.6.1. Assume that we have carried out two steps of block $L U$ and that the computed $L_{i j}$ and $U_{i j}$ have overwritten the corresponding $A$ blocks. Figure 3.6.2 displays the situation at the start of the third step. Blocks that are to participate in the Part A factorization

$$
P_{3}\left[\begin{array}{c}
A_{33} \\
\vdots \\
A_{83}
\end{array}\right]=\left[\begin{array}{c}
L_{33} \\
\vdots \\
L_{83}
\end{array}\right] U_{33}
$$

are highlighted. Typically, $p_{\text {row }}$ processors are involved and since the blocks are each $r$-by- $r$, there are $r$ steps as shown in (3.6.6).


Figure 3.6.1.

Part A:

| Proc(0.0) | Proc(0.1) | Proc(0.0) | Proco (0, 1 ) | Proc(0.0) | Proc (0, 1 ) | Prococo.0) | Proc(0.1) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U_{11}$ $L_{11}$ | $U_{12}$ | $U_{13}$ | $U_{14}$ | $U_{15}$ | $U_{16}$ | $U_{17}$ | $U_{18}$ |
| Proct 1,00 | Proc(1.1) | Proc(1,0) | Proci 1,1$)$ | Proc( 1,00 | Proc(1.1) | Proct 1.0$)$ | Proc(1,1) |
| $L_{21}$ | $\begin{gathered} U_{22} \\ L_{22} \\ \hline \end{gathered}$ | $U_{23}$ | $U_{24}$ | $U_{25}$ | $U_{26}$ | $U_{27}$ | $U_{28}$ |
| Proc (0,0) | Proco (0,1) | Proce(0,0) | Proc(0.1) | Proc(0.0) | Proc(0,1) | oc (0,0) | Proc(0.1) |
| $L_{31}$ | $L_{32}$ | $A_{33}$ | $A_{34}$ | $A_{35}$ | $A_{36}$ | $A_{37}$ | $A_{38}$ |
| Proci(1,0) | Proc(1,1) | Proc(1,0) | Proc(1,1) | Proc(1,0) | Proc(1,1) | Proc(1.0) | Proc(1,1) |
| $L_{41}$ | $L_{42}$ | $A_{43}$ | $A_{44}$ | $A_{45}$ | $A_{46}$ | $A_{47}$ | $A_{48}$ |
| Proc(0,0) | Proc (0,1) | Proce (0.0) | Proc(0.1) | Pro | Proc(0.1) | c(0) 0 |  |
| $L_{51}$ | $L_{52}$ | $A_{53}$ | $A_{54}$ | $A_{55}$ | $A_{56}$ | $A_{57}$ | $A_{58}$ |
| Proc(1,0) | Proc(1,1) | Proc(1.0) | Proc(1,1) | Proc(1,0) | Proc(1.1) | Proc( 1,0$)$ | Proc(1,1 |
| $L_{61}$ | $L_{62}$ | $A_{63}$ | $A_{64}$ | $A_{65}$ | $A_{66}$ | $A_{67}$ | $A_{68}$ |
| Proc(0.0) | Proce(0.1) | Proc(0.0) | Proc(0.1) | Proc(0,0) | Proc(0.1) | Proc(0.0) | Proc(0,1) |
| $L_{71}$ | $L_{72}$ | $A_{73}$ | $A_{74}$ | $A_{75}$ | $A_{76}$ | $A_{77}$ | $A_{78}$ |
| Proc(1.10) | Proc(1.1) | Proc(1.0) | Proc(1.1) | Proc( 1,0$)$ | Proc(1.1) | Proc(1.0) | Proc(1.1) |
| $L_{81}$ | $L_{82}$ | $A_{83}$ | $A_{84}$ | $A_{85}$ | $A_{86}$ | $A_{87}$ | $A_{88}$ |

Figure 3.6.2.
for $j=1: r$
Columns $A_{k k}(:, j), \ldots, A_{N, k}(:, j)$ are assembled in the processor housing $A_{k k}$, the "pivot processor"
The pivot processor determines the required row interchange and the Gauss transform vector
The swapping of the two $A$-rows may require the involvement of two processors in the network
The appropriate part of the Gauss vector together with $A_{k k}(j, j: r)$ is sent by the pivot processor to the processors that house $A_{k+1, k}, \ldots, A_{N, k}$
The processors that house $A_{k k}, \ldots, A_{N, k}$ carry out their share of the update, a local computation
end
Upon completion, the parallel execution of Parts B and C follow. In the Part B computation, those blocks that may be involved in the row swapping have been highlighted. See Figure 3.6.3. This overhead generally engages the entire processor network, although communication is local to each processor column.


Figure 3.6.3.

Note that Part C involves just a single processor row while the "big" level-three update that follows typically involves the entire processor network. See Figures 3.6.4 and 3.6.5.

Part C:


Figure 3.6.4.

Part D:


Figure 3.6.5.

The communication overhead associated with Part D is masked by the matrix multiplications that are performed on each processor.

This completes the $k=3$ step of parallel block LU with partial pivoting. The process can obviously be repeated on the trailing 5 -by- 5 block matrix. The virtues of the block-cyclic distribution are revealed through the schematics. In particular, the dominating level-3 step (Part D) is load balanced for all but the last few values of $k$. Subsets of the processor grid are used for the "smaller," level- 2 portions of the computation.

We shall not attempt to predict the fraction of time that is devoted to these computations or the propagation of the interchange permutations. Enlightenment in this direction requires benchmarking.

### 3.6.3 Tournament Pivoting

The decomposition via partial pivoting in Step A requires a lot of communication. An alternative that addresses this issue involves a strategy called tournament pivoting. Here is the main idea. Suppose we want to compute $P W=L U$ where the blocks of

$$
W=\left[\begin{array}{l}
W_{1} \\
W_{2} \\
W_{3} \\
W_{4}
\end{array}\right] \in \mathbb{R}^{n \times r}
$$

are distributed around some network of processors. Assume that each $W_{i}$ has many more rows than columns. The goal is to choose $r$ rows from $W$ that can serve as pivot rows. If we compute the "local" factorizations

$$
P_{1} W_{1}=L_{1} U_{1}, \quad P_{2} W_{2}=L_{2} U_{2}, \quad P_{3} W_{3}=L_{3} U_{3}, \quad P_{4} W_{4}=L_{4} U_{4},
$$

via Gaussian elimination with partial pivoting, then the top $r$ rows of the matrices $P_{1} W_{1}, P_{2} W_{2}, P_{3} W_{3}$, are $P_{4} W_{4}$ are pivot row candidates. Call these square matrices $W_{1}^{\prime}, W_{2}^{\prime}, W_{3}^{\prime}$, and $W_{4}^{\prime}$ and note that we have reduced the number of possible pivot rows from $n$ to $4 r$.

Next we compute the factorizations

$$
\begin{aligned}
& P_{12} W_{12}^{\prime}=P_{12}\left[\begin{array}{l}
W_{1}^{\prime} \\
W_{2}^{\prime}
\end{array}\right]=L_{12} U_{12}, \\
& P_{34} W_{34}^{\prime}=P_{34}\left[\begin{array}{l}
W_{3}^{\prime} \\
W_{4}^{\prime}
\end{array}\right]=L_{34} U_{34},
\end{aligned}
$$

and recognize that the top $r$ rows of $P_{12} W_{12}^{\prime}$ and the top $r$ rows of $P_{34} W_{34}^{\prime}$ are even better pivot row candidates. Assemble these $2 r$ rows into a matrix $W_{1234}$ and compute

$$
P_{1234} W_{1234}=L_{1234} U_{1234} .
$$

The top $r$ rows of $P_{1234} W_{1234}$ are then the chosen pivot rows for the $L U$ reduction of $W$.

Of course, there are communication overheads associated with each round of the "tournament," but the volume of interprocessor data transfers is much reduced. See Demmel, Grigori, and Xiang (2010).

## Problems

P3.6.1 In §3.6.1 we outlined a single step of block LU with partial pivoting. Specify a complete version of the algorithm.

P3.6.2 Regarding parallel block LU with partial pivoting, why is it better to "collect" all the permutations in Part A before applying them across the remaining block columns? In other words, why not propagate the Part A permutations as they are produced instead of having Part B, a separate permutation application step?

P3.6.3 Review the discussion about parallel shared memory computing in §1.6.5 and §1.6.6. Develop a shared memory version of Algorithm 3.2.1. Designate one processor for computation of the multipliers and a load-balanced scheme for the rank-1 update in which all the processors participate. A barrier is necessary because the rank-1 update cannot proceed until the multipliers are available. What if partial pivoting is incorporated?
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